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Rescaled contact processes converge to super-Brownian
motion in two or more dimensions
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Abstract. We show that in dimensions two or more a sequence of long
range contact processes suitably rescaled in space and time converges to a
super-Brownian motion with drift. As a consequence of this result we can
improve the results of Bramson, Durrett, and Swindle (1989) by replacing
their order of magnitude estimates of how close the critical value is to 1
with sharp asymptotics.
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1. Introduction

Our contact processes takes place on a fine lattice Zd/M = {z/M : z ∈
Zd}. The state of the process at time t is given by a function ξt : Zd/M →
{0, 1}, where ξt (x) = 0 indicates that x is vacant at time t and ξt (x) = 1
that the site is occupied by a particle. The dynamics of this right-continuous
continuous time Markov chain can be described as follows:
(a) Particles die at rate 1 and give birth to one new particle at rate β.
(b) When a birth occurs at x the new particle is sent to a site y chosen at
random from the y ∈ Zd with 0 < ‖y− x‖∞ ≤ 1, where ‖z‖∞ = supi |zi |.
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(c) If y is vacant a new particle establishes itself there. If y is occupied, the
birth is suppressed and no change occurs.

If β < 1 then particles die faster than they give birth and in addition
lose births onto occupied sites, so the process dies out. To be precise, if
we start with all sites occupied i.e., consider the process ξ̄t starting from
ξ̄0(x) ≡ 1 then the probability of an occupied site, P(ξ̄t (x) = 1), which
does not depend on x, tends to 0 as t → ∞. Harris (1974) was the first to
show that if β is large enough then (a) P(ξ̄t (x) = 0) decreases to a positive
limit as t → ∞, and (b) the limit of the ξ̄t defines a stationary distribution,
ξ̄∞. Simple monotonicity considerations tell us that conclusion (a) will hold
for all β larger than

βc = inf{β : P(ξ̄∞(x) = 1) > 0}

Self-duality of the contact process (see Theorem VI.1.7 of Liggett (1985))
shows that

βc = inf{β : lim
t→∞P(ξt 6= 0|ξ0 = δ0) > 0} ,

i.e., βc is also the critical birth rate for survival of the contact process starting
with a single occupied site. Harris’ original bound of βc was very large but
Holley and Liggett (1978) showed that in the nearest neighbor case that
βc ≤ 4 in all dimensions. There has been much work on numerical bounds
for βc in particular cases, most commonly the nearest neighbor one. See
Stacey (1994) and Liggett (1985, 1995), but note that our parameter β is the
total birth rate onto any site rather than than the rate of birth λ from a site
to a particular neighbouring site. Chapter VI of Liggett (1985), and Durrett
(1988), (1992b) are good places to learn about contact processes.

Bramson, Durrett, and Swindle (1989) considered the problem of the
asymptotic behavior of the critical value βc(M) for the long range contact
process as M → ∞.

Theorem A. AsM → ∞, βc(M) → 1. Furthermore

βc(M)− 1 ≈


C/M2/3 d = 1
C(logM)/M2 d = 2
C/Md d ≥ 3

where≈ means ifC is a small(large) positive number then the right hand
side is a lower(upper) bound for largeM.

To explain the answer, we begin by considering an inverse problem:
given β = 1 + θ/N , where θ > 0, how large does M need to be to allow
the contact process to survive? For the branching process with M = ∞
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(so that new particles are never born onto occupied sites) the mean number
of particles at time t is exp(tθ/N), so the process will need time O(N) to
become significantly supercritical.

It is a well known fact that for the branching random walk when a typical
particle at time N counts the number of its relatives within distance 1, the
expected value of the result will be

≈ C

∫ N

1
t−d/2 dt =



CN1/2 d = 1
C logN d = 2
C d ≥ 3

(1.1)

Here N − t is the time the nearby relative broke off from the ancestral tree
of our typical particle and Ct−d/2 is the probability that it stays near to the
original particle. The excess birth rate above 1 is only θ/N in the contact
process, so for this to compensate for the suppressed births we need M to
be large enough so that the fraction of occupied sites will be of order 1/N .
That is, we choose M such that

Md =


N3/2 d = 1
N logN d = 2
N d ≥ 3

(1.2)

Bramson, Durrett, and Swindle (1989) used branching process estimates
and a block construction to show that with this choice of M the contact
process dies out for small θ > 0 and survives for large θ . To approach the
problem of getting sharp asymptotics we will set β = 1 + θ/N , compress
time by a factor of N , and scale space by a factor of N−1/2 to compensate
for the time scaling. That is, we declare that:
(a) Particles die at rate N and give birth to one new particle at rate N + θ .
(b) When a birth occurs at x the new particle is sent to a site y chosen at
random from the y ∈ Zd/(N1/2M) with 0 < ‖y − x‖∞ ≤ N−1/2.
(c) If y is vacant a new particle establishes itself there. If y is occupied, then
the birth is suppressed and no change occurs.
Now θ is a fixed real number (although we are primarily interested in θ ≥ 0)
and we only consider N ∈ N such that N + θ > 0.

The case d = 1 has been previously studied by Mueller and Tribe (1995).
To state their result, we rewrite the contact process as a set valued process by
considering {x : ξt (x) = 1} and consider the approximate density process

uN(t, x) = 1

2N1/2

∣∣ξt ∩ [x −N−1/2, x +N−1/2
]∣∣

To check this scaling note that for d = 1, M = N3/2 so the lattice is Z/N2

and the above neighbourhood will containN3/2 sites but only aboutO(N1/2)

particles by (1.1) and our spatial scaling by N−1/2. Let C0 denote the space
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of continuous functions from R to [0,∞) with compact support equipped
with the topology of uniform convergence and let �u = D([0,∞),C0)

be the Skorokhod space of cadlag C0-valued paths. A special case of their
result shows

Theorem B. If the initial conditionsuN(0, x) approachu(0, x) in C0 as
N → ∞, then uN(t, x) converges weakly in�u to the solution of the
stochastic partial differential equation

du =
(

1

6
u′′ + θu− u2

)
dt +

√
2u dW (1.3)

Here u′′ denotes differentiatioin with respect to x, dW is a space-time white
noise (see Walsh (1986)), and we have considered a restricted class of initial
conditions to avoid the issue of growth conditions at ∞. To explain the limit,
the u′′ results from displacement of particles with the 6 = 2 · 3 dictated by
the fact that the uniform distribution on [−1, 1] has variance 1/3. The drift
term θu comes from the “excess” birth rate, −u2 reflects the lost births onto
occupied sites, and the

√
2u from the fact that we have births and deaths

each at rate 1 per particle. To prepare for our discussion of our Theorem
1, note that in proving Theorem B, Mueller and Tribe showed tightness of
the approximations in a space of continuous functions. Thus for large N ,
nearby sites have an almost identical number of occupied neighbors, i.e.,
the ratio of the number of neighbors at two nearby sites is close to 1.

Without the −u2 the equation in (1.3) is the stochastic partial differen-
tial equation (SPDE) for the density of one-dimensional super-Brownian
motion (see Reimers (1989) or Konno and Shiga (1988)). When d ≥ 2,
super-Brownian motion is singular with respect to Lebesgue measure so
equations like (1.3) are meaningless. An alternate approach is to character-
ize super-Brownian motion as the solution of a measure-valued martingale
problem. To this end we introduce the space Cnb (R

d) of bounded contin-
uous functions whose partial derivatives of order less than n + 1 are also
bounded and continuous (n ∈ N or n = ∞). Let MF(Rd) denote the
space of finite measures on Rd with the topology of weak convergence,
�X = D([0,∞),MF (Rd)) be the Skorokhod space of cadlag MF(Rd)-
valued paths, and �X,C be the space of continuous MF(Rd)-valued paths
with the topology of uniform convergence on compacts. Integration of a
function φ with respect to a measure µ is denoted by µ(φ). An adapted
a.s.-continuous MF(Rd)-valued process (Xt, t ≥ 0) on a complete filtered
probability space (�,F,Ft , P ) (Ft is right-continuous) is an (Ft )-super-
Brownian motion starting at X0 ∈ MF(Rd) with branching rate γ > 0,
diffusion coefficient σ 2 > 0 and drift θ ∈ R if and only if it satisfies the
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following martingale problem:

For all φ ∈ C∞
b (R

d),

(MP)
γ,σ 2,θ

X0
Zt(φ) = Xt(φ)−X0(φ)−

∫ t

0
Xs(σ

21φ/2 + θφ)ds

is an (Ft )-martingale with 〈Z(φ)〉t =
∫ t

0
Xs(γ φ

2)ds .

The law ofX on�X,C is then unique and (MP)γ,σ
2,θ

X0
holds for a larger class

of test functions including C2
b (R

d). See Theorem 2.3 of Evans and Perkins
(1994) for the latter. The uniqueness follows from Dawson’s Girsanov the-
orem (see Theorem 5.1 of Dawson (1978)) and the uniqueness of the above
martingale problem with θ = 0. This latter result may be found in Dawson
(1994) (Theorem 6.1.3) for a slightly larger class of test functions but as
our class of functions contains a core for the generator of Brownian motion
on the Banach space of continuous functions with limits at infinity (Ethier
and Kurtz (1986), Proposition 5.1.1) uniqueness then follows in the above.

If instead of (1.2) we choose M = ∞, then the set of occupied sites
at time t is a branching random walk ζNt ⊂ Rd . Define a measure-valued
process by

µNt (φ) = 1

N

∑
x∈ζNt

φ(x)

for all bounded measurable functions φ. Results in Chapter 4 of Dawson
(1993) (see Theorem 4.6.2) then give

Theorem C. If the initial measuresµN0 approachµ0 in MF(Rd), then the
sequence of measure-valued processesµNt converges to super-Brownian
motionµt starting atµ0 with branching rate2, diffusion coefficient1/3
and drift θ .

The purist may notice that our branching mechanism is slightly different
than that in Dawson (1993) (only one particle jumps at each birth time) and
Dawson works on the one-point compactification. The necessary modifica-
tions are straightforward, moreover Theorem C will also follow from the
easy parts of our proof of Theorem 1 below.

Since the contact process can be dominated by the branching process
that results by ignoring rule (c) and allowing births onto occupied sites, we
must have a singular limit for the rescaled contact process in d ≥ 2. We
again assign each particle mass 1/N and look at the measure valued process
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defined by

XNt (φ) = N−1
∑
x∈ξt

φ(x)

Then XN· ∈ �X. Here for reasons that will become clear in a moment we
have suppressed the dependence on N in ξt . To state our limit result we
need a definition. In d ≥ 3 we let u1, u2, . . . be i.i.d. uniform on [−1, 1]d ,
define the random walk Un = u1 + · · · + un, and let

bd =
∞∑
n=1

P
(
Un ∈ [−1, 1]d

)
/2d

In d = 2 we set b2 = 3/2π .

Theorem 1. Suppose thatd ≥ 2. If the initial measuresXN0 approach a
limit X0 in MF(Rd) with no point masses, then the sequence of measure-
valued processes{XN· }converges weakly on�X to a super-Brownian motion
X· starting atX0 with branching rate2, diffusion coefficient1/3 and drift
θ − bd .

To explain Theorem 1, we begin with the easier case d ≥ 3 and again
look at the unscaled branching random walk in which births and deaths each
occur at rates O(1). A closer look at the reasoning that led to (1.2) tells us
that

C

∫ N

L

t−d/2 dt ∼ C L1−d/2 (1.4)

gives an upper bound on the expected number of neighbors y of a ran-
domly chosen particle x at time N such that the last common ancestor of
x and y was at a time before N − L. Here x, y ∈ Zd/MN are neighbors if
0 < ‖x − y‖∞ ≤ 1. This implies that if |x1 − x2| ≥ KN where KN → ∞
then the number of neighbors of two particles x1 and x2 in the unit speed
(and unscaled) branching random walk are “almost independent”. To see
this note that (1.4) shows that, up to a small error approaching 0 asL → ∞,
we only need consider contributions to the number of neighbors of x1 and
x2 from cousins which branch off in the last time interval of length L. As
KN → ∞ this shows that modulo a small error the number of neighbors
of the two points depends on a disjoint set of random walk increments in
the branching Brownian tree and so are “almost independent”. Rescaling
time and space we see that the number of neighbors of two particles x1 and
x2 with |x1 − x2| ≥ KNN

−1/2 are almost independent. This and the law
of large numbers implies that the amount of mass lost near a point x due
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to births onto an occupied site is just the mean number of neighbors of a
randomly chosen point, bd , times the mass there.

The reasoning described in the last paragraph just barely works in d = 2.
Taking L = N/ logN in (1.4) gives∫ N

N/ logN
t−1 dt ∼ log logN = o(logN)

So rescaling time and space, we see most of the neighbors of a particle are
its relatives with most recent common ancestor less than 1/ logN back in
time. Thus, if KN → ∞ the number of neighbors of two particles x1 and
x2 with |x1 − x2| ≥ KN(logN)−1/2 are almost independent. Again the law
of large numbers implies that the amount of mass lost near a point x due to
births onto an occupied site is just a constant b2 times the mass there, where

b2 = lim
N→∞

1

logN

N/ logN∑
n=1

P
(
Un ∈ [−1, 1]2

)
/22 = 3

2π
,

the last by a local central limit theorem (see Section 8).
To turn the heuristics in the last two paragraphs into a proof, we will

define a sequence of approximating processes ξkt with the same initial con-
dition ξ0. Like the contact process, ξt , these depend on N but we will not
exhibit the dependence in the notation. The first process in the sequence
is the branching random walk ξ 0

t which results if we ignore rule (c) in the
definition of the contact process above and allow births onto occupied sites.
Without the collision rule, ξ 0

t may have more than one particle at a site so
we regard ξ 0

t as a “multi-set,” i.e., a set in which repetitions of elements is
allowed. For example, {a, a, b, b, b, c} would represent two particles at a,
three at b and one at c.

For k ≥ 1 we let ξkt be the branching random walk ξ 0
t with the collision

rule that births onto sites in ξk−1
t are suppressed. ξ 1

t is an underestimate
of the contact process ξt since it removes particles that collide with the
larger set ξ 0

t . In the other direction ξ 2
t is an overestimate since it removes

only particles that collide with the smaller set ξ 1
t . The processes ξkt are an

alternating sequence of upper and lower bounds that, for fixed N and t , are
equal to the contact process for k ≥ k0(ω, t), i.e., the number of iterations
needed depends on the realization and the time of interest. We will not
use this fact and so leave its verification to the interested reader. From the
approximating processes ξkt , k ≥ 0 we can define measure-valued processes
by

Xkt (φ) = N−1
∑
x∈ξkt

φ(x)
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where sites are counted according to their multiplicities in ξkt . In d = 1, we
conjecture that as N → ∞ these processes converge to limits that are all
distinct. However, we can prove

Proposition 1. Under the hypotheses of Theorem1, if d ≥ 2, then for all
T > 0,

E

(
sup
t≤T

∣∣X2
t (1)−X1

t (1)
∣∣) → 0 as N → ∞

Note here that X2 ≥ X1 so this result implies the total variation of
X2
t − X1

t approaches 0 as N → ∞ uniformly in t ≤ T . Since the contact
processXt is trapped betweenX2

t andX1
t it follows thatXt is asymptotically

the same as X1
t . Given this, we can prove Theorem 1 by demonstrating

Proposition 2. Under the hypotheses of Theorem1, if d ≥ 2, thenX1
·

converges weakly in�X to super-Brownian motion starting atX0 with
branching rate2, diffusion coefficient1/3 and drift θ − bd .

The process ξ 1
t is much easier to analyze than the contact process since

it is just the branching process minus particles that are born onto sites in
the branching process. However, it still takes quite a bit of effort to prove
Proposition 2. An outline of the proof can be found in Section 2. The details
fill up Sections 3 to 10.

One reason for interest in Theorem 1 is that it allows us to sharpen the
conclusion of a result of Bramson, Durrett, and Swindle (1989). Letting
V = (2M + 1)d − 1 be the number of neighbors a site has, and recalling
thatM andN are related by (1.2), we can now refine Theorem A as follows:

Theorem 2. In d ≥ 2,

βc(M)− 1 ∼
{

2b2(logM)/M2 ∼ 4b2(logV )/V in d = 2
bd/M

d ∼ 2dbd/V in d ≥ 3 ,

where∼ means the ratio approaches one asM (or V ) approaches∞.

The block construction, as described, for example, in Section 4 of Durrett
(1995b), makes this a fairly straightforward consequence of Theorem 1. The
details of the lower and upper bounds needed to prove Theorem 2 are given
in Sections 11 and 12.

In d = 1, Mueller and Tribe (1994) have shown that the limiting SPDE
in Theorem B has a critical value, θc, below which there is a.s. extinction and
above which there is longterm survival with positive probability. In view of
this it is natural to
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Conjecture. In d = 1 asM → ∞,

βc(M)− 1 ∼ θc

M2/3

To prove this seems difficult. Our proof of Theorem 2 makes crucial
use of two facts: (i) the supercritical-subcritical phase transition in super-
Brownian motion can be identified by by looking at the mean number of
particles, and (ii) by computing second moments we can identify a suitable
block event for the limiting process. Neither of these is available for the
SPDE.

For d = 2, Theorem 2 gives the following asymptotic result for the
critical value of the contact process for anL∞ neighbourhood withV points:

βc(V )− 1 ∼ 6

π

logV

V
(1.5)

To investigate the quality of this approximation for finite rangeM we have
simulated the process with M = 2, i.e. V = 25.

For the simulation it is convenient to change the time scale so that β = 1
and the death rate, δ, is the parameter so that we can simulate the process for
all values of δ simultaneously using the methods of Buttel, Cox and Durrett
(1993). In the graph below we have plotted the fraction of occupied sites
at time 5000 as a function of δ, starting from a configuration of all sites
occupied in the 1000 × 1000 grid and with periodic boundary conditions.
The estimate of βc from the formula is about 1.25 which leads to an estimate
of 4/5 for the critical value of δ. This latter estimate is higher than the
critical value of 2/3 obtained from the simulation. Note, however, that the
straight line from (0, 1) to (.8, 0) does a much better job of estimating
the equilibrium density of particles than Theorem 2 of Bramson, Durrett
and Swindle (1989) which, when rewritten in terms of δ, says

lim
N→∞

P
(
ξ̄∞(x) = 1

) = 1 − δ (1.6)

In principle one could use our methods to sharpen Theorem 3 of Bramson,
Durrett and Swindle (1989) and give corrections to (1.6). We leave this task
to an energetic reader.

2. Outline of the Proof

Choose θ ∈ R and consider only N ∈ N with N + θ > 0. We begin by
constructing the processes which live on the rescaled lattices

ZN =
{
N−1/2 ·N−1/d · Zd d ≥ 3
N−1/2 ·N−1/2(logN)−1/2 · Z2 d = 2

(2.1)
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Figure 1

We have separated the scaling into two pieces since the first compensates
for the fact that births occur at rate N + θ , while the second increases the
number of neighbors a site has. Since we want to relate the behavior of the
long range contact process to that of a branching process, we will use a
branching process type construction for the contact process rather than the
usual graphical representation. Let

I = ∞∪
n=0

(
N × {0, 1}n)

be the set of labels for the particles in our process. The first term in the
union, N = {1, 2, . . .}, labels the initial particles {xNi : i ≤ KN } ⊂ ZN .
Throughout, we will

ASSUME that the initial state consists of a finite number of
particles that are located at distinct sites {xNi : i ≤ KN }
and that XN0 = 1

N

∑KN
i=1 δxNi approaches X0 in MF(Rd) .

(2.2)

To construct the time evolution we usually suppress dependence on N
and work on a complete probability space (�,F, P ) containing the follow-
ing independent collections of random variables:
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{tβ : β ∈ I} are i.i.d. exponential with rate 2N + θ

{δβ : β ∈ I} are i.i.d. with P(δβ = −1) = N

2N + θ

and P(δβ = 1) = N + θ

2N + θ
{eβ : β ∈ I} are i.i.d. with P(eβ = 0) = P(eβ = 1) = 1/2

{Wβ : β ∈ I} are i.i.d. uniform on NN = [−N−1/2, N−1/2
]d ∩ ZN−{0}

Deaths occur at rate N and births at rate N + θ , so tβ is the time until a
birth or death affects particle β. The event is a death if δβ = −1 and a birth
if δβ = 1. The particle (β, eβ) is displaced from its parent β at Bβ by an
amountWβ , while the other particle (β, 1−eβ) remains at the location of β.
(Here, (β, i) is a new member of I obtained from β by adding a coordinate
= i at the end.)

If β = (β0, . . . , βn) ∈ I then we say β is in generation n and write
|β| = n. If m < |β| we write β|m = (β0, . . . , βm) for the ancestor of β
in generation m. If |β| > 0 then we use πβ to denote its parent, i.e., its
ancestor in generation |β| − 1. If |β| = 0 this is the −1 generation which
does not exist, so we set πβ = ∅, the empty string. From the definitions
above it should be clear that

Tβ =
|β|∑
m=0

tβ|m

is the end of the life of particle β. Since ∅ is a particle that doesn’t exist, it
is reasonable to declare that it died at time −∞, i.e., T∅ = −∞. Let

Ft = σ {1(Tα ≤ t)(Tα, δα, eα,Wα) : α ∈ I}

which we assume has been completed by adding all the null sets.
To compute the positions of particles, we begin by noting that Wβ is

the displacement of the jumping particle at time Tβ . The family line of β
is moved when β|m dies if eβ|m = βm+1, so we define the position of the
family line of β at time t by

B̄
β
t = xβ0 +

|β|−1∑
m=0

Wβ|m 1
(
eβ|m = βm+1, Tβ|m ≤ t

)
(2.3)

The B here is meant to suggest Brownian motion, a stopped version of
which is the limit of B̄βt if N → ∞ and |β|/N → c (the stopping time).
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The bar is added here so that it can be removed in the next paragraph in the
displacement process that we will use repeatedly.

Up to this point we have ignored the deaths. To take them into account
let

ζ 0
β = Tβ ∧ inf {Tβ|m : δβ|m = −1, m ≤ |β|} (2.4)

Note that when the set of times is empty, we have inf ∅ = ∞ and ζ 0
β = Tβ .

Since δ’s produce deaths, the family line dies out at time ζ 0
β (or ceases to

make sense at time Tβ) and we let

B
β
t =

{
B̄
β
t t < ζ 0

β

1 t ≥ ζ 0
β

Here1 is the usual cemetery state of Markov process theory used to indicate
that the particle is no longer alive. In a number of instances we will be
interested in the spatial location of particle β. Since β is alive on [Tπβ, Tβ)
and never moves, we can write

B
β

Tπβ
= B

β

Tβ− ≡ Bβ

where ≡ indicates that the last quantity is a shorthand we will use for the
first two.

We write β ∼ t if Tπβ ≤ t < Tβ . In words, β ∼ t if β labels a particle
which mightbe alive at time t . Trivia buffs will want to note that if |β| = 0
then πβ = ∅ and T∅ = −∞, so the particles in the initial configuration
are actually alive at all negative times. We will adopt the convention that
φ(1) = 0, for all functions φ so that dead particles don’t contribute to our
sums. Counting only the particles that are actually alive leads to our first
measure-valued processes, the branching random walk X0

t . This and all
the subsequent measure-valued processes will be defined by integrating a
bounded measurable test function φ with respect to the process:

X0
t (φ) = 1

N

∑
β∼t

φ(B
β
t ) (2.5)

Note that X0
t depends on N even though we have not recorded this de-

pendence in the notation. When we need to display the N , we will write
X

0,N
t .

If µ is a measure, let supp(µ) denote its closed support. If t → µt is a
measure-valued path which is cadlag, recall the definition of ζ 0

β from (2.4)
and let

ζβ(µ) = ζ 0
β ∧ inf

{
Tβ|m : m < |β|, eβ|m = βm+1, B

β

Tβ|m ∈ supp
(
µTβ|m−

)}
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In words the second term identifies the first time Tβ|m that a jump in the
family line of β lands on a site that is already occupied, i.e., in µt−. With
this notation introduced, we can define the contact processsimply as the
unique “strong solution” of

Xt(φ) = 1

N

∑
β∼t

φ(B
β
t )1(ζβ(X) > t) (2.6)

The existence and uniqueness of the solution are trivial for an initial finite
set of particles since we can successively decide what to do at the event
times Tα.

We can now define the sequence of processes Xn, n ≥ 1 introduced in
the previous section by:

Xnt (φ) = 1

N

∑
β∼t

φ(B
β
t )1

(
ζ nβ > t

)
where ζ nβ = ζβ(X

n−1) (2.7)

Note that in the case n = 0 this reduces to the definition of the branching
random walk given in (2.5). (Anyone who is concerned that Xn−1 is not
defined when n = 0 can let this process be ≡0.)

Since X0
t ≥ Xt as measures (i.e., X0

t (φ) ≥ Xt(φ) for all φ ≥ 0),
comparing (2.6) and (2.7) shows X1

t ≤ Xt , again as measures. Repeating
this reasoning gives

X1
t ≤ Xt ≤ X2

t ≤ X0
t (2.8)

The first step in our derivation of Propositions 1 and 2 is to write down a
stochastic equation forXnt , n ≥ 1, which in the limitN → ∞ will approach
the martingale problem characterizing the limiting super-Brownian motion.
We will only have to do this for n = 1 and n = 2 but for most of the proof
it will be easier to write out the arguments for a general n. To derive our
equation, we start with the observation that as t passes through time Tβ we
lose the particle β, but if we have a birth event then a new particle will exist
at the same location, Bβ , and a second particle will exist at Bβ +Wβ if it
does not land on an occupied site:

XnTβ (φ)−XnTβ−(φ) = 1

N
1(ζ nβ > Tπβ)

{
−φ(Bβ)+ 1(δβ = 1)

[φ(Bβ)+ 1{Bβ +Wβ 6∈ supp(Xn−1
Tβ−)}

× φ(Bβ +Wβ)]
}

Taking advantage of the fact that δβ ∈ {1,−1} we can rewrite the last
expression as (just check the two cases)
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1

N
1(ζ nβ > Tπβ)

{
φ(Bβ)δβ + 1(δβ = 1)[

φ(Bβ +Wβ)1{BβTπβ +Wβ 6∈ supp(Xn−1
Tβ−)} − φ(Bβ)

]}
(2.9)

Centering δβ by subtracting its expected value, we can define gβ = δβ − θ/
(2N + θ) and split the first term (involving φ(Bβ)δβ) into two pieces:

1

N
1
(
ζ nβ > Tπβ

)
φ
(
Bβ
)
gβ + θ

N (2N + θ)
1
(
ζ nβ > Tπβ

)
φ
(
Bβ
)

Define hβ = 1(δβ = 1) − (N + θ)/(2N + θ) and do some arithmetic to
write the second term in (2.9) as the sum of the following three terms:

1

N
1(ζ nβ > Tπβ)hβ[φ(Bβ +Wβ)1{BβTπβ +Wβ 6∈ supp(Xn−1

Tβ−)} − φ(Bβ)]

+ N + θ

N(2N + θ)
1(ζ nβ > Tπβ)[φ(B

β +Wβ)− φ(Bβ)]

− N + θ

N(2N + θ)
1(ζ nβ > Tπβ)[φ(B

β +Wβ)1{Bβ +Wβ ∈ supp(Xn−1
Tβ−)}]

To check this easily, begin by combining the second and third terms.
Summing in (2.9) over β with Tβ ≤ t , telescoping the sum, recalling the

above definition of hβ , and introducing

anβ(t) ≡ 1(Tβ ≤ t, ζ nβ > Tπβ) = 1(Tβ ≤ t, ζ nβ ≥ Tβ), n = 0, 1, 2, . . .

as shorthand for “β was alive in Xn but died before time t ,” we have

Xnt (φ) = Xn0(φ)+ 1

N

∑
β

anβ(t)φ(B
β)gβ

+ θ · 1

N(2N + θ)

∑
β

anβ(t)φ(B
β)+ 1

N

∑
β

anβ(t)hβ

× [φ(Bβ +Wβ)1{Bβ +Wβ 6∈ supp(Xn−1
Tβ−)} − φ(Bβ)]

+ N + θ

N(2N + θ)

∑
β

anβ(t)
[
φ(Bβ +Wβ)− φ(Bβ)

]

− N + θ

N(2N + θ)

∑
β

anβ(t)φ(B
β +Wβ)1{Bβ +Wβ ∈ supp(Xn−1

Tβ−)}

(2.10)

By introducing notation for the various terms, we can rewrite the last equa-
tion briefly as
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Xnt (φ) = Xn0(φ)+Znt (φ)+Dn,1
t (φ)+En,1t (φ)+Dn,2

t (φ)−Kn
t (φ) (2.11)

Note this is valid for n = 0, in which case K0 ≡ 0 by our convention that
X−1 ≡ 0.

Here Kn
t (φ) is the “collision term” which counts the number of births

onto occupied sites. The analysis of this term will be the hard part of the
argument, so we begin with the other four terms. Here, and in what follows,
E
n,i
t (φ) are “error” terms that will go to 0, theDn,i

t are “drift” terms that will
have non-zero limits which are locally of bounded variation. Throughout
this paper we will

ASSUME that φ ∈ C3
b and let ‖φ‖∞ = max |φ(x)| . (2.12)

For a number of the results this condition can be weakened to: φ is bounded
and measurable (or φ: is Lipschitz continuous). However, we find it con-
venient to use one collection of test functions for all the results. Let εN =
θ/(2N + θ). In Section 3 we establish the following results for n ≥ 1:

Lemma 2.1. Znt (φ) is an(Ft )-martingale with

〈Zn(φ)〉t =
(

2 + θ

N

)
(1 − ε2

N)

∫ t

0
Xnr (φ

2)dr

and〈Z2(φ)− Z1(φ)〉t =
(

2 + θ

N

)
(1 − ε2

N)

∫ t

0
(X2

r (φ
2)−X1

r (φ
2))dr .

Lemma 2.2. For all t > 0

lim
N→∞

E
(

sup
s≤t

|Dn,1
s (φ)− θ

∫ s

0
Xnr (φ) dr|

) = 0

Lemma 2.3. For all t > 0

lim
N→∞

E
(

sup
s≤t

|Dn,2
s (φ)−

∫ s

0
Xnr (1φ/6)dr|

) = 0

Lemma 2.4. For all t > 0 limN→∞E
(
sups≤t |En,1s (φ)|) = 0

The first three conclusions are straightforward to prove and are what one
should guess by comparison with the corresponding parts of (2.10), i.e., the
first, second, and fourth lines. To handle the error term E

n,1
t (φ), note that

if we remove the mean-zero random variables hβ from the definition, it is
equal to Dn,2

t (φ)−Kn
t (φ). Intuitively, if Dn,2

t (φ)−Kn
t (φ) stays bounded,

then the hβ should cause cancellations that drive En,1t (φ) to 0. To turn this
idea into a proof we bound Kn

t (φ) above by the “collision term” of the
branching random walk.
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Lemma 2.5. There is a constant0 < C < ∞ so that

E


N−1

∑
β

a0
β(t)1{Bβ +Wβ ∈ supp(X0

Tβ−)}

 ≤ C(X0

0(1)+X0
0(1)

2)

Notice about constants.This result has the first of a large number ofC’s that
will appear. All of these constants may depend on the drift θ , the time t (or s),
and (though it is vacuous here) on the test function φ. However, for fixed φ
our constantC(θ, t)will be bounded on compact subsets of R×[0,∞). This
condition is obviously satisfied wheneverCφ(θ, t) is a continuous function.
C will never depend on N , or on the initial condition XN0 .

Lemma 2.5 indicates that we have enough neighbors so that the amount
of mass lost due to interference is O(1). This result is proved in Section
4, by proving two results, Lemmas 4.1 and 4.4 that investigate the amount
of interference between (i) unrelated individuals and (ii) individuals with a
common ancestor in generation 0. In Lemmas 5.1 and 5.3, we sharpen the
two bounds in Section 4 to show that if the initial conditions X0,N

0 ⇒ X0

a measure with no point masses, then “collisions between distant relatives
can be ignored.” Here distant means that their most recent common ancestor
was more than τN units of time in the past where

(i) in d > 2, NτN → ∞ and τN → 0.
(ii) in d = 2, τN = 1/ log N .

These observations are the key to our result for the collision term.

Lemma 2.6. Then forn = 1, 2 and anyt < ∞

lim
N→∞

E

(
sup
s≤t

∣∣∣∣Kn
s (φ)−

∫ s

0
bdX

1
r (φ)dr

∣∣∣∣
)

= 0

To argue intuitively, note that if CN is large then two individuals that
are related within τN units of time lie within CN

√
τN distance in space with

high probability. From this we see that the collision term has a correlation
length that vanishes in the limit, and the number of collisions in a region
becomes a constant times the mass of the process there.

An outline of the proof of Lemma 2.6 can be found in Section 6. There
the result is broken down into seven lemmas that are proved in Sections
6–10. Rather than describe those technicalities now, we will instead explain
why Lemmas 2.1–2.6 are enough to prove Propositions 1 and 2, and hence
Theorem 1. The next step in that direction is the

Proof of Proposition 1.Subtracting (2.11) with φ = 1 and n = 2 from the
same formula with n = 1 and using Lemmas 2.1–2.6 shows that
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X1
t (1)−X2

t (1) = Z1
t (1)−Z2

t (1)+(θ−bd)
∫ t

0
X1
r (1)−X2

r (1)dr+Êt (2.13)

where uN(t) = E(sups≤t |Ês |) satisfies uN(t) → 0. Since Z1
t (1) − Z2

t (1)
is a martingale, taking expected values and letting

fN(t) = E[X1
t (1)−X2

t (1)] ≥ 0

shows that

fN(t) ≤ θ+
∫ t

0
fN(r)dr + uN(t)

Let FN(t) = eθ
+tuN(t). A form of Gronwall’s lemma implies that

sup
s≤t

fN(s) ≤ sup
s≤t

FN(s) = FN(t)

and hence

sup
s≤t

E(X1
s (1)−X2

s (1)) ≤ FN(t) → 0 (2.14)

To put the supremum inside the expected value we have to look at the
martingale difference Mt = Z1

t (1) − Z2
t (1). The L2 maximal inequality

(applied toMt ) combined with the fact thatM2
t − 〈M〉t is a martingale null

at 0 implies that

E

(
sup
s≤t

|Z1
s (1)− Z2

s (1)|2
)

≤ CE|Z1
t (1)−Z2

t (1)|2 = CE〈Z1(1)−Z2(1)〉t
(2.15)

Using Lemma 2.1 now, we have

〈Z1(1)− Z2(1)〉t =
(

2 + θ

N

)
(1 − ε2

N)

∫ t

0
(X1

r (1)−X2
r (1))dr (2.16)

Combining (2.14)–(2.16) we have that as N → ∞

vN(t) ≡ E

(
sup
s≤t

|Z1
s (1)− Z2

s (1)|
)

→ 0 (2.17)

Returning to (2.13) now, we can let gN(t) ≡ E
(
sups≤t |X1

s (1)−X2
s (1)|

)
,

note that the difference inside the absolute values is always positive, and
conclude
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gN(t) ≤ vN(t)+ θ+
∫ t

0
gN(r)dr + uN(t)

Again if we let GN(t) = eθ
+t (uN(t)+ vN(t)) then gN(t) ≤ GN(t) → 0.

Turning now to Proposition 2, we have from the above lemmas:

For each φ ∈ C3
b(R

d)

X1
t (φ) = X1

0(φ)+ Z1
t (φ)+ ∫ t

0 X
1
s ((θ − bd)φ +1φ/6)ds + Ê1

t (φ)

Z1
t (φ) is an Ft -martingale as in Lemma 2.1 and
limN→∞E(sups≤t |Ê1

s (φ)|) = 0 . (2.18)

LetPN denote the law ofX1 on�X andXt(ω) = ω(t) denote the coordinate
variables on�X. To prove tightness of {PN } we use the following specialized
version of Jakubowski’s general criterion onD([0,∞), E) forE Polish (see
Theorem 3.6.4 of Dawson (1993)). Recall that8 ⊂ Cb(Rd) is a separating
class iff the integrals {µ(φ) : φ ∈ 8} uniquely determine µ in MF(Rd).

Lemma 2.7. Let8 be a separating class which is closed under addition.
A sequence of probabilities{P̃N } on�X is tight iff the following conditions
hold:

(i) For eachT , ε > 0, there is a compact setKT,ε ⊂ Rd such that

sup
N

P̃N

(
sup
t≤T

Xt(K
c
T,ε) > ε

)
< ε .

(ii) limM→∞ supN P̃N(supt≤T Xt(1) > M) = 0.
(iii) If P̃ φN(A) = P̃N(X·(φ) ∈ A), then for eachφ ∈ 8, {P̃ φN : N ∈ N}

is tight inD = D([0,∞),R).

The derivation of this result from the more general results cited above
is straightforward (see Theorem 3.7.1 of Dawson (1993) for the slightly
simpler setting of the one-point compactification of Rd).

Recall that �X,C is the space of continuous MF(Rd)-valued paths with
the compact-open topology. Specializing the above result further we have

Lemma 2.8. Assume{P̃N } satisfy hypothesis(i) of Lemma2.7 and for each
φ in C∞

b (R
d), {P̃ φN : N ∈ N} is tight inD and all limit points are supported

byC = C([0,∞),Rd). Then{P̃N } is tight in�X and all limit points are
supported on�X,C .

Proof. Taking φ = 1, we see that our assumption on {P̃ 1
N } readily implies

(ii) in Lemma 2.7 (see Theorem 3.10.2 of Ethier and Kurtz (1986)). Lemma
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2.7 shows that {P̃N } is tight on �X. Let P̃ be a limit point. If φ ∈ C∞
b (R

d)

then P̃ φ(·) = P̃ (X(φ) ∈ ·) is a limit point of {P̃ φN } and so is supported
by C. Let 80 be a countable subset of the functions in C∞

b with compact
support which is dense in the space of continuous functions with compact
support in Rd . Then X·(φ) is continuous for all φ ∈ 80 P̃ − a.s. As 80 is
a separating class, this implies Xt = Xt− for all t ≥ 0 P̃ − a.s.

Lemma 2.9. LetPNx denote the law of a continuous time random walkBt
starting atx which at rateN + θ takes a step uniformly distributed over
NN . If φ : Rd → R is bounded and measurable then

E(X0
t (φ)) = eθt

∫
ENx (φ(Bt))X

0
0(dx)

and there is a constantC = C(θ, t) such that

E(X0
t (1)

4) ≤ C[X0
0(1)+X0

0(1)
4] .

Proof.This follows from the known moment measures of a branching ran-
dom walk starting from a single particle. See for example Lemma 2.2 of
Bramson, Durrett and Swindle (1989) (and set λ = 1+(θ/N) in that result).
A few simple moment inequalities for sums of i.i.d. random variables are
needed to derive the second result from the lemma in Bramson et al. which
assumes a single initial particle.

Lemma 2.10. {PN } is tight on�X and all limit points are supported by
�X,C .

Proof.We apply Lemma 2.8. Let ε ∈ (0, 1), T > 0, and for R > 1 choose
a C∞ function hR : Rd → [0, 1] such that

B(0, R) ⊂ {x : hR(x) = 0} ⊂ {x : hR(x) < 1} ⊂ B(0, R + 1)

and all the derivatives of hR of order two or less are uniformly bounded
in (x, r) ∈ Rd × (1,∞). By (2.2), Lemma 2.9 and the weak convergence
of the random walks in that result to Brownian motion, we may choose R
sufficiently large so that

sup
N

sup
t≤T

E(X0
t (B(0, R)

c)) < ε3 (2.19)

The analogue of (2.18) for X0
t (omit the killing term) gives:

X0
t (hR) = X0

0(hR)+ Z0
t (hR)+

∫ t

0
X0
s (θhR +1hR/6)ds + Ê0

t (hR) ,
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where Z0
t (hR) is an (Ft )− martingale such that

〈Z0(hR)〉t =
(

2 + θ

N

)
(1 − ε2

N)

∫ t

0
X0
s (h

2
R)ds

and

lim
N→∞

E(sup
t≤T

|Ê0
t (hR)|) = 0 for all T > 0

Therefore, applying Chebychev on each term and then (2.19), we see that

P

(
sup
t≤T

X0
t (hR) > 4ε

)
≤ 1(X0

0(hR) > ε)+ c

ε2

∫ T

0
E(X0

s (h
2
R))ds

+ c

ε

∫ T

0
E(X0

s (B(0, R)
c))ds

+ 1

ε
E

(
sup
t≤T

|Ê0
t (hR)|

)

≤ cT ε + 1

ε
E

(
sup
t≤T

|Ê0
t (hR)|

)
≤ (cT + 1)ε ,

where the last inequality is valid for N sufficiently large. As X1 ≤ X0, (i)
of Lemma 2.7 is now obvious.

Fix φ ∈ C∞
b (R

d). We will use (2.18) to verify the other hypothesis of
Lemma 2.8. If 0 ≤ t < u ≤ T , then

E

((∫ u

t

X1
s ((θ − bd)φ +1φ/6)ds

)2
)

≤ c(φ)E

((∫ u

t

X1
s (1)ds

)2
)

≤ c(φ) sup
s≤T

E(X0
s (1)

2)(u− t)2 ≤ c(φ)(u− t)2 ,

where we have used Lemma 2.9 in the last line. This shows that CN(t) =∫ t
0 X

1
s ((θ − bd)φ + 1φ/6)ds defines a tight sequence of processes on C

(e.g. by Theorem 8.3 of Billingsley (1968)).
Turning now to the martingale terms in (2.18), arguing as above we see

from Lemma 2.1 that {〈Z1(φ)〉t : N ∈ N} is a tight sequence of processes
in C. Note that by definition, supt≤T |1Z1

t (φ)| ≤ 2‖φ‖∞N−1. Theorem
VI.4.13 and Proposition VI.3.26 of Jacod and Shiryaev (1987) now show
that {Z1

· (φ) : N ∈ N} is a tight sequence in D and all limit points are
supported by C. These results with (2.18) and Corollary VI.3.33 of Jacod
and Shiryaev (1987) show that {PφN : N ∈ N} is tight inD and that all limit
points are supported on C. Lemma 2.8 now completes the proof.
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It is now straightforward to prove Proposition 2. Let P be a limit point
of {PN }. Then P is a law on �X,C and we must show it satisfies the
martingale problem (MP)

2,1/3,θ−bd
X0

from Section 1 which characterizes
super-Brownian motion with the appropriate parameters. By Skorokhod’s
theorem we may assume that (now making dependence on N explicit)
X1,Nk → X1 in �X a.s. Let φ ∈ C∞

b (R
d) and set

Zt(φ) = X1
t (φ)−X1

0(φ)−
∫ t

0
X1
s ((θ − bd)φ +1φ/6)ds

We must show thatZt(φ) andZt(φ)2−
∫ t

0 X
1
s (2φ

2)ds are (FX1

t )-martingales
under P , where (FX1

t ) is the canonical right-continuous filtration generated
by X1. We only show the latter as it is slightly more involved. Fix 0 ≤ t1 <

· · · < tn ≤ s < t , and let hi : MF(Rd) → R be bounded and continuous
for i ≤ n. Write Z1,Nk

t (φ) for the martingale term in (2.18) with N = Nk.
By taking another subsequence we see from (2.18) that supt≤T |Z1,Nk

t (φ)−
Zt(φ)| → 0 for all T > 0 a.s. Use Lemma 2.9 for the necessary uniform
integrability to conclude

E

((
Zt(φ)

2 − Zs(φ)
2 −

∫ t

s

X1
r (2φ

2) dr

) n∏
1

hi(X
1
ti
)

)

= lim
k→∞

E
((
Z

1,Nk
t (φ)2 − Z1,Nk

s (φ)2

−
∫ t

s

X1,Nk
r

((
2 + θ

Nk

) (
1 − ε2

Nk

)
φ2

)
dr

) n∏
1

hi

(
X
i,Nk
ti

))
= 0 (by (2.18))

This completes the proof of Proposition 2 and hence proves Theorem 1,
modulo Lemmas 2.1–2.6.

3. The four easy convergences

In this section, we have two aims. First we will introduce some useful
martingales. Then we will prove Lemmas 2.1–2.4.

Lemma 3.1. (a) Ft is a right-continuous filtration.
(b) For eachβ ∈ I, Bβt is Ft -optional.
(c) For all β ∈ I andn ≥ 0, Tβ , andζ nβ areFt -stopping times.
(d) For all n ≥ 0, Xn andX areFt -optional.

These claims are intuitively obvious and formal proofs are not hard to
construct so we proceed to:
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Lemma 3.2. Letψ : [0,∞)×� → R be bounded andFt -predictable and
let β ∈ I with |β| > 0. Then the following process is anFt -martingale:

ψ(Tβ, ω)1(Tβ ≤ t)− (2N + θ)

∫ t

0
1(Tπβ < r ≤ Tβ)ψ(r, ω)dr

Proof.LetNt be the number of arrivals by time t in a rate λ Poisson process,
and let Tn = inf{t : Nt = n} be the time of the nth arrival. As is well known
Mt = Nt −λt is a martingale with respect to Gt = σ(Tn1(Tn ≤ t) : n ∈ N),
and so is the stochastic integral∫ t

0
ψ(r, ω)1(Tn−1 < r ≤ Tn)dMr

= ψ(Tn, ω)1(Tn ≤ t)− λ

∫ t

0
1(Tn−1 < r ≤ Tn)ψ(r, ω)dr

If we take λ = 2N + θ , n = |β| + 1 we obtain the desired result for the
filtration F0

t = σ(Tβ|i1(Tβ|i ≤ t) : i ≤ |β|) and hence also for the larger
filtration obtained by adjoining the independent information in

σ(tγ : γ not an ancestor of β) ∨ σ(δγ , eγ ,Wγ : γ ∈ I )
As this is larger than Ft , the result follows.

Our second class of martingales is

Lemma 3.3. Let φ be bounded and measurable, let β ∈ I and recall
gβ = δβ − εN whereεN = θ/(2N + θ). Then the following process is an
Ft -martingale:

J (t) = 1{Tβ ≤ t, Tπβ < ζnβ }φ(Bβ)gβ
Proof. Recall that FTβ− is generated by {B ∩ {Tβ > t} : B ∈ Ft , t ≥ 0},
a class of sets closed under finite intersections. It is then straightforward to
check that

E(J (Tβ)|FTβ−) = 1{Tβ ≤ t, Tπβ < ζnβ }φ(Bβ)E(gβ |FTβ−) = 0

Since t → J (t) is constant except for a jump at Tβ , equal to J (Tβ) it follows
that J (t) is an Ft -martingale.

Before extending the class of martingales in Lemma 3.3, we need a
technical result which will enable us to compute or bound various random
variables. Let r(θ, t) = ∫ t

0 e
θs ds.
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Lemma 3.4. (a) E
[(∑

β 1(Tβ ≤ t)
)p]

< ∞ for any0 < p < ∞

(b) E(N−1∑
β 1(Tβ ≤ t, Tβ ≤ ζ 0

β )) = (2N + θ)r(θ, t)X0
0(1)

Proof.To prove (a) considerYt , the number of particles that would contribute
to our branching random walk X0

t if we start with NX0
0(1) individuals and

have no deaths. That is, at each event Tβ we ignore the δβ’s so a new particle
is born and the old one does not die. Clearly,

∑
β 1(Tβ ≤ t) ≤ Yt . Since Yt

is a branching process in which each particle gives birth at rate 2N + θ , it is
a speeded up version of the Yule process. It has long been known, see e.g.,
Kendall (1949), that Yt has a geometric distribution, so EYpt < ∞ for all
p > 0.

To prove (b) we begin by observing that

X0
Tβ
(1)−X0

Tβ−(1) = N−11(Tβ ≤ ζ 0
β )δβ

Recalling gβ = δβ − θ/(2N + θ) and a0
β(t) = 1(Tβ ≤ t, Tβ ≤ ζ 0

β ),
multiplying the above equation by 1(Tβ ≤ t), and summing over β, which
is legitimate because of (a), we have

X0
t (1)−X0

0(1) = 1

N

∑
β

a0
β(t)gβ + θ

N(2N + θ)

∑
β

a0
β(t)

The first term on the right-hand side is a martingale by Lemma 3.3 (part (a)
proved above justifies integrability). Taking the expected value and using
Lemma 2.9 gives for θ 6= 0,

E


N−1

∑
β

a0
β(t)


= 2N + θ

θ
E
(
X0
t (1)−X0

0(1)
) = (2N+θ)r(θ, t)X0

0(1)

The result is now also immediate for θ = 0 by monotonicity in θ of the
left-hand side of (b) and continuity in θ of the right-hand side.

Lemma 3.5. Assume thatGβ is measurable with respect toFTβ ,
E(Gβ |FTβ−) = 0, and

|Gβ | ≤ K1(Tβ ≤ ζ 0
β )

ThenMt = N−1∑
β 1(Tβ ≤ t)Gβ is an Ft -martingale and there is a

0 < C < ∞ so that

E

(
sup
s≤t

M2
s

)
≤ CK2X0

0(1)
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Proof.Let Jβ(t) = 1(Tβ ≤ t)Gβ . With our assumptions we can follow the
proof of Lemma 3.3 to conclude that Jβ(t) is a martingale. Summing up
these martingales with (a) of Lemma 3.4 to check integrability shows that
Mt is a martingale.

To prove the bound we recall that since our martingale has paths of
bounded variation, [M]t = ∑

s≤t (Ms − Ms−)2. Using the L2 maximal
inequality for martingales with the fact thatM2

t − [M]t is a martingale that
is null at 0 gives

E

(
sup
s≤t

M2
s

)
≤ CE[M]t (3.1)

Combining this with the formula for [M]t we have

E

(
sup
s≤t

M2
s

)
≤ C

N2
E
∑
β

1(Tβ ≤ t)G2
β

≤ CK2

N2
· E

∑
β

1(Tβ ≤ t, Tβ ≤ ζ 0
β )

≤ CK2 · 2N + θ

N
r(θ, t)X0

0(1)

by |Gβ | ≤ K1(Tβ ≤ ζ 0
β ) and (b) in Lemma 3.4. The result is now immediate

by our convention on constants.

Recall from Section 2, thatZnt (φ) = 1
N

∑
β 1(Tβ ≤ t, Tβ ≤ ζ nβ )φ(B

β)gβ

and we have assumed φ ∈ C3
b(R

d), although the next result only requires φ
to be bounded and measurable. Lemmas 2.1–2.4 from Section 2 will now
be proved. We restate them for the reader’s convenience.

Lemma 2.1. Znt (φ) is anFt -martingale with

〈Zn(φ)〉t = (1 − ε2
N)

(
2 + θ

N

)∫ t

0
Xnr (φ

2)dr ,

and

〈Z2(φ)− Z1(φ)〉t =(1 − ε2
N)

(
2 + θ

N

)∫ t

0
X2
r (φ

2)−X1
r (φ

2)dr .

Proof. The fact that Znt (φ) is an Ft -martingale follows from Lemmas 3.3
and 3.4(a) (the latter for the necessary integrability). Clearly,

[Zn(φ)]t = N−2
∑
β

1
(
Tβ ≤ t, Tβ ≤ ζ nβ

)
φ2(Bβ)g2

β
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To convert this into 〈Zn(φ)〉t , we will replace g2
β by its mean and then the

sum by its compensator. Recalling various definitions we see that

Eg2
β = var (δβ) = 1 − (Eδβ)

2 = 1 − ε2
N

As in Lemma 3.3 one may readily check that E(g2
β |FTβ−) = 1 − ε2

N and
so an application of Lemma 3.5 implies the following is a martingale:

Mt = N−2
∑
β

1(Tβ ≤ t, Tβ ≤ ζ nβ )φ
2(Bβ){g2

β − (1 − ε2
N)}

Applying Lemma 3.2 (and Lemma 3.4 (a)) withψ(r, ω) = 1(r ≤ ζ nβ )φ(B
β
r−)2

we see that

Nt = 1

N2

∑
β

1{Tβ ≤ t, Tβ ≤ ζ nβ }φ2(Bβ)

−2N + θ

N

∫ t

0

1

N

∑
β

1{Tπβ < r < Tβ, r < ζnβ }φ2(Bβr )dr

is a martingale. Recalling the definition of Xnr (φ
2) and using the fact that

Mt + (1 − ε2
N)Nt is a martingale we have shown

〈Zn(φ)〉t = (1 − ε2
N)

(
2 + θ

N

)∫ t

0
Xnr (φ

2)dr

For the second assertion note that

Z2
t (φ)− Z1

t (φ) = 1

N

∑
β

1(Tβ ≤ t)1(ζ 1
β < Tβ ≤ ζ 2

β )gβφ(B
β)

and make minor changes in the above argument.

We next consider:Dn,1
t (φ) = θ · 1

N(2N+θ)
∑

β 1(Tβ ≤ t, Tβ ≤ ζ nβ )φ(B
β).

The following result again only requires φ to bounded and measurable. We
will need this generalization for the proof of Lemma 2.3.

Lemma 2.2. For all t > 0 limN→∞E
(
sups≤t |Dn,1

s (φ)− θ
∫ s

0 X
n
r (φ)dr|

)
= 0

Proof. Lemma 3.2 with ψ(r, ω) = 1(r ≤ ζ nβ )φ(B
β
r−) and (b) of Lemma

3.4, the latter to check integrability, show that the following is a martingale
(note that Bβr = Bβ when Tπβ ≤ r < Tβ):
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Mt = 1

N(2N + θ)

∑
β

1(Tβ ≤ t, Tβ ≤ ζ nβ )φ(B
β)

− 1

N

∫ t

0

∑
β

1(Tπβ ≤ r < Tβ, r ≤ ζ nβ )φ(B
β)dr

= 1

N(2N + θ)

∑
β

1(Tβ ≤ t, Tβ ≤ ζ nβ )φ(B
β)−

∫ t

0
Xnr (φ)dr

Using the definition of [M]t and reversing the last simplification we have

[M]t − 1

N(2N + θ)

∫ t

0
Xnr (φ

2)dr

= 1

N2(2N + θ)2

∑
β

1(Tβ ≤ t, Tβ ≤ ζ nβ )φ
2(Bβ)

− 1

N(2N + θ)

∫ t

0

1

N

∑
β

1(Tπβ ≤ r < Tβ, r ≤ ζ nβ )φ
2(Bβ)dr

is a martingale, whence 〈M〉t = 1
N(2N+θ)

∫ t
0 X

n
r (φ

2)dr .
Using the L2 maximal inequality for martingales with the fact that

M2
t − 〈M〉t is a martingale that is null at 0 gives

E

(
sup
s≤t

M2
s

)
≤ CE〈M〉t (3.2)

Combining this with the formula for 〈M〉t and using Lemma 2.9, we get

E

(
sup
s≤t

M2
s

)
≤ CE〈M〉t ≤ C

N(2N + θ)
‖φ‖2

∞

∫ t

0
eθrX0

0(1)dr

Since Dn,1
s (φ)− θ

∫ s
0 X

n
r (φ) dr = θMs , the desired result follows.

The third term from Section 2 that we will consider is:

Dn,2
t (φ) = N + θ

N(2N + θ)

∑
β

1
(
Tβ ≤ t, Tβ ≤ ζ nβ

) [
φ(Bβ +Wβ)− φ(Bβ)

]

Lemma 2.3. For all t > 0

lim
N→∞

E

(
sup
s≤t

∣∣Dn,2
s (φ)−

∫ s

0
Xnr (1φ/6)dr

∣∣) = 0

Proof. Given z and y in Rd , we can apply the one-dimensional Taylor’s
theorem with remainder to f (t) = φ(y + t (z− y)) to get
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φ(z)−φ(y) =
d∑
i=1

φi(y)(zi−yi)+ 1

2

∑
1≤i,j≤d

φij (v)(zi−yi)(zj−yj ) (3.3)

where φi and φij denote partial derivatives and v is a point on the line
segment from y to z. Using this result, taking conditional expectation, and
recalling that the vector Wβ is independent of FTβ− with E(Wi

β) = 0 and

EWi
βW

j

β = 0 for i 6= j we have

E
(
φ(Bβ +Wβ)− φ(Bβ)

∣∣FTβ−
) = 1

2

d∑
i=1

φii(B
β)E(Wi

β)
2 + R

β

N(ω)

R
β

N(ω) = 1

2
E


 ∑

1≤i,j≤d

[
φij (v(ω))− φij (B

β)
]2
Wi
βW

j

β

∣∣∣FTβ−




Since |vi(ω) − B
β

i | ≤ N−1/2 and |Wi
β | ≤ N−1/2 for each i, and φ ∈ C3

b it
follows that

|RβN(ω)| ≤ C(N−1/2)2 · (N−1/2)2 (3.4)

Now as N → ∞,
√
NWi

β converges to a uniform distribution on [−1, 1]
which has second moment 1/3, so if we let ∇βφ = φ(Bβ +Wβ)− φ(Bβ)

then

E
(∇βφ |FTβ−

) =
(

1

6
+ ηN

)
N−11φ(Bβ)+ R

β

N(ω) (3.5)

where ηN → 0 as N → ∞. Applying Lemma 3.5 with

Gβ = 1(Tβ ≤ ζ nβ )
{∇βφ − E(∇βφ|FTβ−)

}
and K = cN−1/2 (φ is certainly Lipschitz continuous) we see that

Mt = N−1
∑
β

1(Tβ ≤ t)Gβ

is a martingale with

E
(

sup
s≤t

M2
s

)
≤ C

N
X0

0(1)

Using the martingale Mt with (3.5) we can write

Dn,2
t (φ) = N + θ

2N + θ
·Mt +Dn,3

t (φ)+ En,2t (φ)

Dn,3
t (φ) = N + θ

2N + θ
N−1

(
1

6
+ ηN

)∑
β

1(Tβ ≤ t, Tβ ≤ ζ nβ )
1

N
1φ(Bβ)

En,2t (φ) = N + θ

2N + θ
N−1

∑
β

1(Tβ ≤ t, Tβ ≤ ζ nβ )R
β

N(ω)
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To handle En,2t (φ) we observe that (3.4) and (b) in Lemma 3.4 imply

E

(
sup
s≤t

|En,2s (φ)|
)

≤ C

N
r(θ, t)X0

0(1) → 0

asN → ∞. ForDn,3
t (φ), we note that Lemma 2.2 (which only requires the

boundedness of 1φ) implies

E

(
sup
s≤t

∣∣∣∣Dn,3
s (φ)− N + θ

N

(
1

6
+ ηN

)∫ t

0
Xnr (1φ/6)dr

∣∣∣∣
)

→ 0

The result is now an easy consequence of the above estimates and Lemma
2.9.

We turn our attention now to the fourth and final term:

En,1t (φ)

= 1

N

∑
β

anβ(t)hβ

[
φ(Bβ +Wβ)1{Bβ +Wβ 6∈ supp(Xn−1

Tβ−)} − φ(Bβ)
]

where anβ(t) = 1(Tβ ≤ t, Tπβ < ζnβ ) and hβ = 1(δβ = 1)−(N+θ)/(2N+
θ).

Lemma 2.4. For all t > 0 limN→∞E
(
sups≤t |En,1s (φ)|) = 0

Proof.Lemma 3.5 implies thatEn,1t (φ) is a martingale. To apply Lemma 3.5
here, first condition the β summand with respect to FTβ− ∨ σ(Wβ). Using
the L2 maximal inequality, (3.1), and the trivial comparison (a + b)2 ≤
2a2 + 2b2, we have

E

(
sup
s≤t

|En,1t (φ)|2
)

≤ CE([En,1(φ)]t )

≤ CE

(
N−2

∑
β

anβ(t)
[{
φ(Bβ +Wβ)− φ(Bβ)

}2

+φ2(Bβ)1
{
Bβ +Wβ ∈ supp(Xn−1

Tβ−)
}])

(3.6)

Since any φ ∈ C3
b is Lipschitz continuous and |Wi

β | ≤ N−1/2

{φ(Bβ +Wβ)− φ(Bβ)}2 ≤ C|Wβ |2 ≤ C

N

Using (b) of Lemma 3.4, and anβ(t) ≤ a0
β(t), it follows that the first term in

(3.6) is bounded by
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E

(
N−3

∑
β

a0
β(t)

)
≤ N−1Cr(θ, t)X0

0(1) → 0 as N → ∞

The second term in (3.6) is more complicated because we have to show it is
small by showing that the indicator function is small, i.e., it is 0 most of the
time. The proof of Lemma 2.4 will be completed once we establish Lemma
2.5. Section 4 is devoted to that task.

4. Upper bounds for the collision term

This section is devoted to the proof of Lemma 2.5. To begin we note that
when a collision occurs, some particle β gave birth at the time of its death,
Tβ , onto a site occupied by at least one other particle γ who must have been
born earlier and is still alive. In symbols, the expected value in Lemma 2.5
can be bounded above by

E


N−1

∑
β,γ

1
{
Tβ ≤ t, Tπγ < Tβ ≤ Tγ , B

β +Wβ = Bγ 6= 1
} (4.1)

Define the σ -field of all events in the family line of α strictly before Tα, plus
the value of tα by

Hα = σ(tα|m, δα|m, eα|m,Wα|m : m < |α|) ∨ σ(tα)

Conditioning on Hβ,γ = Hβ ∨ Hγ , we can rewrite (4.1) as

E
(
N−1

∑
β,γ

1{Tβ ≤ t, Tπγ < Tβ ≤ Tγ } 1

ψ(N)
1{Bγ − Bβ ∈ NN }

)
(4.2)

where NN = [−N−1/2, N−1/2]d ∩ ZN − {0} is the set of neighbors of 0,
andψ(N) = |NN | is the number of neighbors. Here note that the inequality
Tπγ < Tβ ≤ Tγ implies that γ is not a strict descendant of β and so on this
Hβ,γ -measurable set we have

P(Wβ ∈ ·|Hβ,γ ) = P(Wβ ∈ ·)

The reader should note that Bγ − Bβ ∈ NN implies that in particular that
Bβ 6= 1, Bγ 6= 1, i.e., β and γ are alive in the branching random walk.
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Our final bit of notation before getting down to the work of doing the
estimates is to let

nbrβ,γ (r) = 1(Tπβ < r ≤ Tβ, Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN)

be the indicator of the event that β and γ are alive at time r in the branching
random walk X0 and they are neighbors. With this notation, we can use
Lemma 3.2 with ψ(r) = nbrβ,γ (r) (and with (a) of Lemma 3.4 to justify
integrability) to rewrite (4.2) as

N−1
∫ t

0
(2N + θ)

∑
β,γ

1

ψ(N)
E[nbrβ,γ (r)]dr

≤ C

ψ(N)

∫ t

0

∑
β,γ

E[nbrβ,γ (r)]dr (4.3)

To estimateE[nbrβγ (r)] we need to consider the time and location of the
most recent common ancestor of β and γ . The simplest situation is when
β0 6= γ0.

Lemma 4.1. There is a constant0 < C < ∞ so that for allr ≥ 0

E


 ∑
β,γ :γ0 6=β0

nbrβ,γ (r)


 ≤ Ce2θr · {NX0

0(1)}2 · [1 + 4(N + θ)r]−d/2

Before tackling the proof of this result we need some preliminaries.
Let V Nn be the random walk that with probability 1/2 stays put, and with
probability 1/2 takes a jump uniformly distributed onN1/2NN . We multiply
byN1/2 here so that asN → ∞, V Nm converges to Vm, that with probability
1/2 stays put, and with probability 1/2 takes a jump uniformly distributed
on [−1, 1]d . The local central limit theorem for Vm implies that

P(Vm ∈ [−1, 1]d) ∼ Cm−d/2 as m → ∞
The next result which is (4) in Section 2 of Bramson, Durrett, and Swin-
dle (1989), gives an upper bound that is uniform in N . It comes from a
concentration function inequality of Kesten (1969).

Lemma 4.2. There is a constantC independent ofN so that ifm ≥ 0 then

P(V Nm ∈ x + [−1, 1]d) ≤ C(1 +m)−d/2

To convert the discrete time estimate in Lemma 4.2 to continuous time,
we will use the following easily proved fact about the Poisson distribution.
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Lemma 4.3. Letp > 0. There is a constant0 < Cp < ∞ so that ifλ ≥ 0
then

∞∑
m=0

e−λ
λm

m!
(1 +m)−p ≤ Cp(1 + λ)−p

Proof of Lemma 4.3.The trivial inequality (1 + m)−p ≤ 1 and standard
large deviations results for the Poisson distribution (see e.g., Ex. 1.4 on page
82 of Durrett (1995a)) imply that

λ/2∑
m=0

e−λ
λm

m!
(1 +m)−p ≤

λ/2∑
m=0

e−λ
λm

m!
≤ e−cλ

for some c > 0. The desired result follows since we have∑
m>λ/2

e−λ
λm

m!
(1 +m)−p ≤

(
1 + λ

2

)−p ∑
m>λ/2

e−λ
λm

m!
≤
(

1 + λ

2

)−p

Proof of Lemma 4.1.When i 6= j ,∑
β:β0=i

∑
γ :γ0=j

E[nbrβ,γ (r)]

≤
∑
β:β0=i

∑
γ :γ0=j

P (Tπβ < r < Tβ, B
β 6= 1, Tπγ < r < Tγ , B

γ 6= 1)

× P
(
N1/2(xj − xi)+ V N|β|+|γ | ∈ [−1, 1]d

)
(4.4)

Breaking things down according to the values of |β| = ` and |γ | = m, we
can write the last sum as

∞∑
`=0

∞∑
m=0

(
N + θ

2N + θ

)`+m
· 2` · 2m · e−2(2N+θ)r ((2N + θ)r)`+m

`!m!

·P(N1/2(xj − xi)+ V N`+m ∈ [−1, 1]d) (4.5)

The first factor gives the probability of no death along each line. The second
and third the number of choices for β and γ . The fourth gives the probability
that both β and γ are alive at time r .

Changing variables to n = ` + m and m and recalling
∑n

m=0 n!/
(n−m)!m! = 2n, we may convert (4.5) into

∞∑
n=0

(
2N + 2θ

2N + θ

)n
· e−2(2N+θ)r (2(2N + θ)r)n

n!
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·P(N1/2(xj − xi)+ V Nn ∈ [−1, 1]d) (4.6)

Doing some arithmetic and then using the upper bound in Lemma 4.2 we
see this is no more than

Ce2θr
∞∑
n=0

e−2(2N+2θ)r (2(2N + 2θ)r)n

n!
(1 + n)−d/2

≤ Ce2θr (1 + 4(N + θ)r)−d/2

by Lemma 4.3. This bound holds for each pair of values i and j . Multiply-
ing by the square of the number of initial particles, {NX0

0(1)}2, gives the
desired conclusion.

To state the bound for the more difficult case in which γ0 = β0, we need
to define

I (u) = 1 +
∫ u

0
(1 + x)−d/2 dx

This will often be compared with ψ0(N) = ψ(N)/N , so we note now that
the definition of ψ(N) and a little calculus show that there are constants
0 < c < C < ∞ so that

cψ0(N) ≤ I (N) ≤ Cψ0(N) for N ≥ 1 (4.7)

If γ0 = β0, β∧γ denotes the most recent common ancestor of β and γ , i.e.,
the unique ancestor of γ and β which maximizes |β ∧ γ |, and if β0 6= γ0

set β ∧ γ = ∅.

Lemma 4.4. There is a constant0 < C < ∞ so that

E
[∑
β,γ

1(β0 = γ0) nbrβ,γ (r)
]

≤ Ce2θr{NX0
0(1)} · I (2(N + θ)r)

Before we get involved in the details of the proof of Lemma 4.2, we will
do the

Proof of Lemma 2.5.Using Lemmas 4.1 and 4.4 with (4.3) we may bound
the expectaion in Lemma 2.5 by

Cψ(N)−1 · {NX0
0(1)}2

∫ t

0

e2θr

(1 + 4(N + θ)r)d/2
dr

+C ψ(N)−1 · {NX0
0(1)}

∫ t

0
e2θrI (2(N + θ)r)dr
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Changing variables s = 1 + (4N + 4θ)r , dr = ds/(4N + 4θ) in the first
integral and using a trivial bound on the second which has an increasing
integrand we see the above equals

Ce2θt · {X0
0(1)}2 · 1

ψ0(N)
·
∫ 1+(4N+4θ)t

1
s−d/2 ds

+Cte2θt · {X0
0(1)} · 1

ψ0(N)
· I (2(N + θ)t)

The integral is bounded by I ((4N + 4θ)t), so the desired result follows
from (4.7) (recall our convention about constants C).

Proof of Lemma 4.4.Note that β0 = γ0, Bβ − Bγ 6= 0, Tπβ < r ≤ Tβ ,
and Tπγ < r ≤ Tγ imply γ ∧ β is not ∅, β, or γ . Let k < |β| ∧ |γ | be
such that β ∧ γ = β|k = γ |k. Let ` ≥ 1 be such that |γ | = k + `. On
{Tπβ < r ≤ Tβ, B

β 6= 1} we have

E


 ∑

γ :|β∧γ |=k,
|γ |=k+`

1{Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN }|Hβ




≤ e−(2N+θ)(r−Tβ|k) ((2N + θ)(r − Tβ|k))`−1

(`− 1)!

·
(
N + θ

2N + θ

)`−1

· 2`−1 · C((`− 1)+ 1)−d/2

The first factor on the right-hand side reflects the fact that there must be
exactly ` − 1 more generations in the γ line at time r . The second that
there can be no deaths along the way. The third, 2`−1, gives the number of
γ with the properties stated in the sum. The fourth comes from Lemma 4.2.
Summing the last result over ` ≥ 1 gives

E


 ∑

γ :|β∧γ |=k,
|γ |>k

1{Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN }|Hβ




≤ Ce−(2N+θ)(r−Tβ|k)
∞∑
`=1

[2(N + θ)(r − Tβ|k)]`−1

(`− 1)!
(1 + (`− 1))−d/2

(4.8)

Using Lemma 4.3 now, it follows that (4.8) is at most

Ceθr
[
1 + 2(N + θ)(r − Tβ|k)

]−d/2
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Summing over 0 ≤ k < |β| we have that on {Tπβ < r ≤ Tβ, B
β 6= 1} that

E


 ∑
γ :γ0=β0

1{Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN }|Hβ


 ≤ CeθrH(β, r)

(4.9)
where H(β, r) = ∑|β|−1

k=0 [1 + 2(N + θ)(r − Tβ|k)]−d/2. Since r > Tπβ we
have

H(β, r) ≤
|β|−1∑
k=0

[1 + 2(N + θ)(Tπβ − Tβ|k)]−d/2 ≡ H(β)

Summing over β we see that

E


∑
β,γ

1(β0 = γ0)nbrβ,γ (r)




≤ CeθrE


∑

β

1{Tπβ < r ≤ Tβ, B
β 6= 1}H(β)


 (4.10)

To estimate (4.10) we will break the sum down according to the value of
|β| = m. (Note that by the remarks at the beginning of the proof we must
have m ≥ 1.) Let ξ1, ξ2, . . . be independent mean 1 exponentials, and let
0m = ξ1 + · · · + ξm. To explain our choice of notation, observe that 0m
has a gamma(m, 1) distribution. Using our new symbols, we can bound the
right-hand side of (4.10) (through a now familiar argument) by

Ceθr{NX0
0(1)}

∞∑
m=1

(
2(N + θ)

2N + θ

)m
em((2N + θ)r) (4.11)

where

em(u) = E

(
1 {0m < u < 0m+1}

m−1∑
k=0

[1 + 0m − 0k+1]−d/2
)

(4.12)

To check the indexing of the 0’s here, note that for k ≥ 0, Tβ|k is the time
of the (k + 1)th death along the line of descent of β.

Evaluating (4.12) and then the sum in (4.11) is a simple (though some-
what tedious) exercise about the rate one Poisson process. To make the
result available for later use, we recall εN = θ/(2N + θ) and the function
I defined prior to Lemma 4.4, and state
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Lemma 4.5. For all u > 0
∑∞

m=1(1 + εN)
mem(u) ≤ 3euεN I (u)

Setting u = (2N + θ)r in Lemma 4.5, and using (4.10)–(4.12) gives
Lemma 4.4. Thus we can complete its proof by doing the
Proof of Lemma 4.5.We begin by biting off a small part of the problem.
The reason for doing this will become clear when we tackle the main piece.
When k = m− 1, 0m = 0k+1 and the term in the sum is 1−d/2 = 1. Let

fm(u) = P(0m < u < 0m+1) and êm(u) = em(u)− fm(u)

Summing this contribution of the k = m− 1 term for m ≥ 1 we have
∞∑
m=1

(1 + εN)
m P (0m < u < 0m+1)

=
∞∑
m=1

(1 + εN)
m e−u

um

m!
≤ exp(uεN) (4.13)

To begin to tackle the main piece we note that
m−2∑
k=0

xm−2−k

(m− 2 − k)!

yk

k!
= (x + y)m−2

(m− 2)!
(4.14)

Summing over m ≥ 2 now we have

∞∑
m=2

(1 + εN)
m ·

m−2∑
k=0

xm−2−k

(m− 2 − k)!

yk

k!
= (1 + εN)

2e(x+y)(1+εN ) (4.15)

Using the fact that0m−0k+1(=x) and0k+1(=y) have independent gamma
distributions, one can write

E

(
1{0m < u < 0m+1}

m−2∑
k=0

[1 + 0m − 0k+1]−d/2
)

=
m−2∑
k=0

∫ ∞

0

∫ ∞

0
1{x + y ≤ u}e−u+x+y(1 + x)−d/2

× e−x
xm−k−2

(m− k − 2)!
· e−y y

k

k!
dx dy (4.16)

Summing the last estimate and using (4.15) gives

∞∑
m=1

(1+εN)mêm(u) ≤
∫ u

0
dx

∫ u−x

0
dy e−u(1+x)−d/2e(x+y)(1+εN )(1+εN)2

(4.17)
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The inside integral is e−u
∫ u−x

0 dy e(x+y)(1+εN )(1 + εN)
2 ≤ euεN (1 + εN) ≤

2euεN , so the right hand side of (4.17) is bounded by

2euεN
∫ u

0
(1 + x)−d/2 dx (4.18)

Adding (4.18) to (4.13) gives the desired result.

Later to estimate second moments of the collision term, we will need an
estimate for

gm(u) = E


1{0m < u < 0m+1}

(
m−1∑
k=0

[1 + 0m − 0k+1]−d/2
)2

 (4.19)

The methods are similar to the proof just completed, so we will give the
proof here.

Lemma 4.6. There is a C such that for all u > 0

∞∑
m=1

(1 + εN)
mgm(u) ≤ Ce2ε+

NuI (u)2

Proof.We may assume θ ≥ 0 (so that εN ≥ 0) because the result for θ < 0
clearly follows from the result for θ = 0. Reversing the order of the first m
increments we can be write

gm(u) = E


1{0m < u < 0m+1}


m−1∑
j=0

(1 + 0j)
−d/2




2



Writing the square as a double sum and counting the diagonal twice, the
above is at most

2E


 ∑

0≤j≤k<m
1{0m < u < 0m+1} (1 + 0j)

−d/2(1 − 0k)
−d/2




Multiplying by (1+ εN)m, summing overm and doing some rearrangement
gives

∞∑
m=1

(1 + εN)
mgm(u) ≤ 2E


 ∞∑
j=0

(1 + 0j)
−d/2

∞∑
k=j
(1 + 0k)

−d/2

×
∑
m>k

(1 + εN)
m1 {0m < u < 0m+1}

)
(4.20)
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To bound this we begin with the inner sum. On {0k < u} we can change
variables i = m− k and 0′

i = 0k+i − 0k to get

E

(∑
m>k

(1 + εN)
m1{0m < u < 0m+1}

∣∣∣∣01, . . . 0k

)

= (1 + εN)
kE

(∑
i≥1

(1 + εN)
i1{0′

i < u− 0k < 0′
i+1}

∣∣∣∣01, . . . 0k

)

Since 0′
i is independent of 01, . . . 0k, the above equals

(1 + εN)
k

∞∑
i=1

(1 + εN)
ie−(u−0k)

(u− 0k)
i

i!
≤ (1 + εN)

keεN (u−0k)

≤ (1 + εN)
keuεN ,

where we have used the hypothesis εN ≥ 0 in the last inequality. Using this
in (4.20) and isolating the k = j and j = 0 terms we have

∞∑
m=1

(1 + εN)
mgm(u) ≤ 2euεN


 ∞∑
j=0

(1 + εN)
jE
{
1(0j < u)(1 + 0j)

−d}

+
∞∑
k=0

(1 + εN)
kE
{
1(0k < u)(1 + 0k)

−d/2}

+
∞∑
j=1

∞∑
k=j+1

(1 + εN)
k

× E{1(0k < u)(1 + 0j)
−d/2(1 + 0k)

−d/2}

(4.21)

Since 1 + 0j ≥ 1, the first sum on the right is smaller than the second.
To bound the second sum in (4.21) we note that

∞∑
k=0

(1 + εN)
kE
{
1(0k < u)(1 + 0k)

−d/2}

= 1 +
∞∑
k=1

(1 + εN)
k

∫ u

0
e−x

xk−1

(k − 1)!
(1 + x)−d/2 dx

≤ 1 + (1 + εN)e
uεN

∫ u

0
(1 + x)−d/2 dx , (4.22)

again using εN ≥ 0 in the last inequality. Using the fact that 0j(= x) and
0k−0j(=y) have independent gamma distributions, we see that the double
sum in (4.21) is
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∫ ∞

0
dx

∫ ∞

0
dy 1(x + y ≤ u)(1 + x)−d/2(1 + x + y)−d/2

×
∑

0<j<k

e−x−y
xj−1

(j − 1)!

yk−j−1

(k − j − 1)!
(1 + εN)

k (4.23)

Using analogues of (4.14) and (4.15) now with the fact that x + y ≤ u, we
see that the double sum in (4.23) is smaller than (1 + εN)e

uεN . Replacing
(1 + x + y)−d/2 by (1 + y)−d/2 and enlarging the domain of integration,
(4.23) is bounded by

(1 + εN)e
uεN

∫ u

0
dx

∫ u

0
dy (1 + x)−d/2(1 + y)−d/2 ≤ 2euεN I (u)2 (4.24)

Combining (4.21)–(4.24) gives Lemma 4.6.

5. Collisions between distant relatives can be ignored

In this section we will refine the bounds in Lemmas 4.1 and 4.4 proving
the claim in the section’s name. Imitating (4.2), we can bound the collision
term for unrelated individuals by

J0(t) = 1

Nψ(N)

∑
β,γ :β0 6=γ0

1{Tβ ≤ t, Tπβ < Tβ < Tγ , B
γ − Bβ ∈ NN }

(5.1)
If we start with all the particles in one neighborhood then this term will
not be small. Thus to have EJ0(t) → 0, we must assume that the particles
are sufficiently spread out in the initial distribution. The next result gives a
simple sufficient condition.

Lemma 5.1. If X0,N
0 converges toX0 in MF(Rd) whereX0 is an atomless

measure, then for anyt ≥ 0, E(J0(t)) → 0 asN → ∞.

Proof.As we converted (4.2) into (4.3), we can bound E(J0(t)) by

C

ψ(N)

∫ t

0

∑
β,γ :β0 6=γ0

E[nbrβ,γ (r)]dr
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The bound on this that results from Lemma 4.1 is

Ce2θt {NX0,N
0 (1)}2

ψ(N)

∫ t

0
[1 + 4(N + θ)r]−d/2 dr (5.2)

This is almost good enough by itself, but clearly we need to get a better
estimate for small (i.e., O(1/N)) values of r for which we will use the
atomless assumption below.

Repeating the computations in (4.4)–(4.6) we see that if i 6= j∑
β:β0=i

∑
γ :γ0=j

E[nbrβ,γ (r)]

≤
∞∑
n=0

(
2(N + θ)

2N + θ

)n
· e−2(2N+θ)r (2(2N + θ)r)n

n!

·P(N1/2(xj − xi)+ V Nn ∈ [−1, 1]d) (5.3)

Using Lemma 4.2 to bound the last probability, then integrating over [0, t],
and summing over i 6= j , we see that the contribution to J0(t) from n ≥ N

is at most

{NX0,N
0 (1)}2 1

ψ(N)

∫ t

0

∞∑
n=N

e−2(2N+θ)r (2(2N + 2θ)r)n

n!
· CN−d/2 dr

≤ {NX0,N
0 (1)}2CN

−d/2

ψ(N)

∫ t

0
e2θr dr (5.4)

The last integral is bounded byC. So considering the two possibilities:d > 2
in which case ψ(N) ∼ CN , and d = 2 in which case ψ(N) ∼ CN logN ,
we see that (5.4) → 0 as N → ∞.

The contribution to J0(t) from n ≤ N can be bounded by

1

ψ(N)

∫ t

0
C

N∑
n=0

e−2(2N+θ)r (2(2N + θ)r)n

n!
dr

·
∑
i 6=j

P
(
N1/2(xj − xi)+ V Nn ∈ [−1, 1]d

)

Changing variables s = 2(2N + θ)r , dr = ds/2(2N + θ) in the integral,
and then noticing the gamma density e−ssn/n! has total mass 1, we see the
above is no more than

1

ψ(N)
· C

2N + θ

N∑
n=0

∑
i 6=j

P
(
N1/2(xj − xi)+ V Nn ∈ [−1, 1]d

)
(5.5)
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This quantity is easy to estimate in d > 2. Using the fact thatψ(N) ∼ CN ,
and then using Lemma 4.2, we have that (5.5) is less than or equal to

(
X

0,N
0 ×X

0,N
0

)
({(x, y) : ‖x − y‖ ≤ ε})

N∑
n=0

C(1 + n)−d/2

+
{
X

0,N
0 (1)

}2 N∑
n=εN1/2−1

C(1 + n)−d/2 (5.6)

where in the second term we have used the fact that if ‖xi − xj‖ > ε it
takes at least εN1/2 − 1 steps of V Nn to get to N1/2(xi − xj ) + [−1, 1]d .
Since {(x, y) : ‖x − y‖ ≤ ε} is a closed set, the limsup of the first term as
N → ∞ is bounded by

C(X0 ×X0) ({(x, y) : ‖x − y‖ ≤ ε})

Since we have supposed thatX0 has no atoms, the above expression is small
if ε is. Now in d > 2 the second term in (5.6) tends to 0 for any ε > 0, since
the sum converges.

(5.5) offers more resistance in the borderline case d = 2. Usingψ(N) ∼
CN log(N), and then Lemma 4.2, but decomposing things into three pieces
now, we see that (5.5) is at most

C

logN

(
X

0,N
0 ×X

0,N
0

)
({(x, y) : ‖x − y‖ ≤ ε})

N∑
n=0

(1 + n)−1

+ C

logN

N/(logN)3∑
n=εN1/2−1

N−2
∑

i 6=j :‖xi−xj‖>ε
P
(
N1/2(xj − xi)+ V Nn ∈ [−1, 1]d

)

+ C

logN
{X0,N

0 (1)}2
N∑

n=N/(logN)3+1

(1 + n)−1 (5.7)

Again the limsup of the first term as N → ∞ is bounded by

C(X0 ×X0) ({(x, y) : ‖x − y‖ ≤ ε})

which is small if ε is. Bounding the sum of (1 + n)−1 by the integral of x−1

we see that the third term is no more than

C

logN
{X0,N

0 (1)}2 (3 log logN) → 0

To handle the second term in (5.7) we will use a standard estimate for
“small” large deviations of random walks.
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Lemma 5.2. There are constants0<δ0, c, C<∞ so that if0 < z/n < δ0,
then

P(‖V Nn ‖ ≥ z) ≤ C exp(−cz2/n)

Proof. If Sn = η1 + · · · + ηn where the ηi are i.i.d. real random variables
with mean 0 and |ηi | ≤ 1 a.s., and θ > 0 then

P(Sn > z) ≤ e−zθ (E exp(θη1))
n

A Taylor expansion shows thatE(exp(θη1)) ≤ 1+e|θ |θ2/2. Using this fact
and the inequality with θ = z/n leads to

P(Sn > z) ≤ exp

(−z2

n
[1 − eδ0/2]

)

Apply this to each coordinate ofV Nn and their negatives to obtain the desired
result.

Turn now to the second term in (5.7). Let z = (logN)n1/2 and use the
fact that n ≥ εN1/2 − 1 in the second sum in (5.7) to see that

z = n(logN)/n1/2 ≤ n(logN)/(εN1/2 − 1)1/2 ≤ δ0n

for large N , so the conditions of Lemma 5.2 hold. Plugging in the chosen
value of z

P (‖V Nn ‖ ≥ (logN)n1/2) ≤ C exp(−c(logN)2) = CN−c logN

To convert this into the result we need for (5.7) note that n ≤ N/(logN)3

implies

z = (logN)n1/2 ≤ N1/2/(logN)1/2 ≤ ε

2
N1/2 ,

so it follows that if ‖xi − xj‖ > ε then

P
(
N1/2(xj − xi)+ V Nn ∈ [−1, 1]d

) ≤ CN−c logN

This is more than enough to send the second term in (5.7) to 0. This com-
pletes the estimation of (5.5) in the case d = 2 and we have established
Lemma 5.1.
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We turn now to the more difficult task of estimating the probability of
collision for lines with β0 = γ0. If we fix an amount of time τ then we can
define the collisions of related particles more distantly related than τ by

J (t, τ ) = 1

Nψ(N)

∑
β,γ :β0=γ0

1{Tβ ≤ t, Tπγ < Tβ ≤ Tγ }

· 1{Tβ∧γ ≤ Tβ − τ } · 1{Bγ − Bβ ∈ NN } (5.8)

When t ≤ τ it is impossible to satisfy all the conditions inside the sum, so
J (t, τ ) = 0.

Lemma 5.3. There is a constant0 < C <∞, depending ont and θ (ac-
cording to our usual convention) so that for allτ ≤ t

E(J (t, τ )) ≤ C{X0,N
0 (1)}

ψ0(N)

∫ (2N+θ)t

(2N+θ)τ
dy (1 + y)−d/2

Proof.As we converted (4.2) into (4.3), we can bound J (t, τ ) by

C

ψ(N)

∫ t

0

∑
β,γ :β0=γ0

E[nbrβ,γ (r)1{Tβ∧γ ≤ r − τ }]dr (5.9)

Now β0 = γ0, Bγ − Bβ 6= 0, Tπβ < r ≤ Tβ , and Tπγ < r ≤ Tγ imply that
β∧γ is not ∅,β, or γ . Let 0 ≤ k < |β|∧|γ | be such thatβ∧γ = β|k = γ |k.
By conditioning on Hβ and using Lemma 4.2 we can bound (5.9) by

C

ψ(N)

∫ t

0

∑
β

|β|−1∑
k=0

E


1{Tβ|k < r − τ, Tπβ < r ≤ Tβ, B

β 6= 1}

·(|β| − k)−d/2 · E

 ∑
γ :γ∧β=β|k

1(Tπγ < r ≤ Tγ , B
γ 6= 1)

∣∣∣∣∣Hβ




 dr
(5.10)

The conditional expectation is just the expected number of children at time
r of the particle γ |(k+ 1), and so by Lemma 2.9 it is eθr ≤ e|θ |t . Using this
and then evaluating P(Bβ 6= 1), we bound (5.10) by

Ce|θ |t

ψ(N)

∫ t

0

∑
β

(
N + θ

2N + θ

)|β|

×
|β|−1∑
k=0

(|β| − k)−d/2P(Tβ|k < r − τ, Tπβ < r ≤ Tβ)dr

(5.11)
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Letting ` = |β|, using our standard Gamma random variables 0m, and
recalling εN = θ/(2N + θ), (5.11) can be written as

Ce|θ |t

ψ(N)
· {NX0,N

0 (1)}
∫ t

0

∞∑
`=0

(1 + εN)
`

`−1∑
k=0

(`− k)−d/2

× P(0k+1 < (2N + θ)(r − τ), 0` < (2N + θ)r < 0`+1) dr (5.12)

If ` = k + 1 the last probability is just

P(0k+1 < (2N + θ)(r − τ) < (2N + θ)r < 0k+2)

=
∫ (2N+θ)(r−τ)

0
e−x

xk

k!
· ex−(2N+θ)r dx

If ` > k + 1 we have to integrate out the value of 0` − 0k+1 = y and the
result is∫ (2N+θ)(r−τ)

0
dxe−x

xk

k!

∫ (2N+θ)r−x

0
dye−y

y`−k−2

(`− k − 2)!
ex+y−(2N+θ)r

Interchanging the order of summation, setting j = ` − k − 2, which runs
from −1 (for ` = k + 1) to ∞, and using the above expressions, we can
write the double sum in (5.12) as

e−(2N+θ)r
∫ (2N+θ)(r−τ)

0
dx

∞∑
k=0

(1 + εN)
k+1 x

k

k!

·

1 +

∫ (2N+θ)r−x

0
dy

∞∑
j=0

(1 + εN)
j+1 y

j

j !
(j + 2)−d/2


 (5.13)

Doing the sum over k, estimating the sum over j using Lemma 4.3, and
then absorbing the extra (1 + εN)

2 into the C we bound the above by

Ce−(2N+θ)r
∫ (2N+θ)(r−τ)

0
dx ex(1+εN )

·
[

1 +
∫ (2N+θ)r−x

0
dy ey(1+εN )(1 + y)−d/2

]
(5.14)

A little calculus (left to the reader) shows that

Lemma 5.4. There is a constant0 < C < ∞ so that ifη ≥ −1/2

1 +
∫ z

0
ey(1+η)(1 + y)−d/2 dy ≤ Cez(1+η)(1 + z)−d/2
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Using this with z = (2N + θ)r − x, and η = εN , we see that (5.14) is no
more than

Ce−(2N+θ)r
∫ (2N+θ)(r−τ)

0
ex(1+εN )

× e(1+εN ){(2N+θ)r−x}(1 + {(2N + θ)r − x})−d/2 dx

Changing variables y = (2N + θ)r − x, we may bound (5.13) by

Ceθr
∫ (2N+θ)r

(2N+θ)τ
(1 + y)−d/2 dy

Inserting the last result into (5.12), we have an upper bound

EJ(t, τ ) ≤ C

ψ(N)
· {NX0,N

0 (1)} · t · e2|θ |t
∫ (2N+θ)t

(2N+θ)τ
(1 + y)−d/2 dy

which easily converts into the bound given in Lemma 5.3.

6. Convergence of the collision term

The goal of this section is to analyze the limiting behavior of the collision
term

Kn
t (φ) = N + θ

N(2N + θ)

∑
β

anβ(t)φ(B
β +Wβ)1{Bβ +Wβ ∈ supp(Xn−1

Tβ−)}

where anβ(t) = 1(Tβ ≤ t, ζ nβ > Tπβ) is 1 if the particle was once alive in
Xn but died before time t . More specifically we will commence the proof
of Lemma 2.6 which we now restate as Theorem 6.1. Recall from (2.12)
that our test functions φ belong to C3

b .

Theorem 6.1. For n = 1, 2 and any0 ≤ t < ∞

lim
N→∞

E

(
sup
s≤t

∣∣∣∣Kn
s (φ)−

∫ s

0
bdX

1
r (φ) dr

∣∣∣∣
)

= 0 (6.1)

We really do meanX1 in the above and notXn. Of course Proposition 1
and the ordering of the Xn’s (see (2.8)) show the difference is unimportant.
To prove Theorem 6.1, we will slowly change Kn

s (φ) into the integral. We
first outline the main steps in a sequence of Lemmas and then will provide
the proofs in this and the next four sections. In the first step, we tidy up
the expression a little replacing φ(Bβ + Wβ) by φ(Bβ). We also make a
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more significant change by replacing the collision events themselves by
their conditional probabilities given the information available just before
the displacement occurred. Recall that

NN = [−N−1/2, N−1/2]d ∩ ZN − {0}
denotes the neighbors of 0 in our lattice ZN and ψ(N) = |NN | is the
number of neighbors. Let

νm(β) = |{Bγ : Tπγ < Tβ ≤ Tγ , B
γ − Bβ ∈ NN, ζ

m
γ > Tπγ }| (6.2)

be the number of neighbors ofBβ occupied inXm at time Tβ−. Write γ ≤ β

if γ is an ancestor of β and use γ < β if it is a strict ancestor. For future
reference note that the conditions Tπγ < Tβ ≤ Tγ and Bγ − Bβ 6= 0
eliminate γ ≤ β or β ≤ γ .

We define our first modification of the collision term by

Kn,1
t (φ) = 1

2N + θ

∑
β

anβ(t) φ(B
β)
νn−1(β)

ψ(N)

Lemma 6.1. For anyn ≥ 1 and any0 ≤ t < ∞
lim
N→∞

E

(
sup
s≤t

|Kn
s (φ)−Kn,1

s (φ)|
)

= 0

The collision term K
n,1
t (φ) counts the number of occupied sites, νn−1(β),

for each particle β who died before time t . Lemmas 5.1 and 5.3 imply that
most of the the collision term comes from close relatives. To say how close
these relatives are, we look at the conclusions of Lemma 5.3, and introduce
a sequence of cutoffs τN defined by the requirements that:

(i) in d > 2, NτN → ∞ and τN → 0.

(ii) in d = 2, τN = 1/ logN . (6.3)

Our next goal is to show that collisions involving two individuals more
distantly related than τN in time can be ignored. To say this in symbols, we
let

nbrmβ,γ = 1{Tπγ < Tβ ≤ Tγ , B
γ − Bβ ∈ NN, ζ

m
γ > Tπγ }

We then can define the interference term for close relatives by

Kn,2
t (φ) = 1

2N + θ

∑
β

anβ(t)φ(B
β)

1

ψ(N)

∑
γ

nbrn−1
β,γ 1(Tγ∧β > Tβ − τN)

where we recall that γ ∧ β is the most recent common ancestor of γ and β
and Tγ∧β = −∞ if γ0 6= β0.
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Lemma 6.2. For anyn ≥ 1 and0 ≤ t < ∞

lim
N→∞

E

(
sup
s≤t

|Kn,1
s (φ)−Kn,2

s (φ)|
)

= 0

Most of the work for this has already been done in Section 5. However,
notice that

νn−1(β) ≤
∑
γ

nbrn−1
β,γ

since the left-hand side counts multiply occupied sites only once.
Our next step is to replace the requirements ζ nβ > Tπβ and ζ n−1

γ > Tπγ
by the condition

ζ nβ > Tβ − τN, Bβ 6= 1, ζn−1
γ > Tβ − τN, Bγ 6= 1

and define

Kn,3
t (φ) = 1

ψ(N)
· 1

2N + θ

∑
β

φ(Bβ)1{Tβ ≤ t, ζ nβ > Tβ − τN }

×
∑
γ

1{Tπγ < Tβ ≤ Tγ , B
γ − Bβ ∈ NN, ζ

n−1
γ > Tβ − τN,

Tγ∧β > Tβ − τN } (6.4)

Lemma 6.3. For anyn ≥ 1 and0 ≤ t < ∞

lim
N→∞

E

(
sup
s≤t

|Kn,2
s (φ)−Kn,3

s (φ)|
)

= 0

To prepare for the next step, we note that X1
t ≤ X2

t ≤ X0
t . Thus, when

n = 1 or 2

{ζ nβ > Tβ − τN, ζ
n−1
γ > Tβ − τN, Tγ∧β > Tβ − τN }

= {ζ 1
γ∧β > Tβ − τN, Tγ∧β > Tβ − τN }

= {ζ 1
β > Tβ − τN, Tγ∧β > Tβ − τN }

At this point, we are finally ready to convert Kn,3
t (φ) into an integral. Let

Fβ(r) = 1

ψ0(N)

∑
γ

1{Tγ∧β > r − τN, Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN }



Super-Brownian motion in two or more dimensions 355

Here, ψ0(N) = ψ(N)/N is introduced to make this O(1). Note from the
above that for n = 1 or 2

Kn,3
t (φ) = 1

N(2N + θ)

∑
β

1{Tβ ≤ t, ζ 1
β > Tβ − τN }φ(Bβ)Fβ(Tβ)

= K1,3
t (φ)

This motivates the definition of

Gτ
r (φ) = 1

N

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }φ(Bβ(r−τN )+) Fβ(r) (6.5)

Note that Bβ has been replaced by the position of its family line at time
(r − τn)

+. More importantly Fβ(Tβ) has turned into Fβ(r), and passing
from the Poisson process to its compensator via Lemma 3.2 has removed
the factor of 1/(2N + θ).

Lemma 6.4. For n = 1 and2, and any0 ≤ t < ∞

lim
N→∞

E

(
sup
s≤t

∣∣∣∣Kn,3
s (φ)−

∫ s

0
Gτ
r (φ) dr

∣∣∣∣
)

= 0

Let A(s) = {α : Tπα < s ≤ Tα, ζ
1
α > s} be the particles alive at time s

in X1. The contributions to the sum in Gτ
r (φ) from the various particles in

A(r − τN), are independent, so it is natural to let

{α}r = {β : β ≥ α, Tπβ < r ≤ Tβ, B
β 6= 1} (6.6)

be the set of descendants β of α that are alive at time r in the branching
random walk, and use our new notation to write

Gτ
r (φ) = 1

N

∑
α∈A(r−τN )

φ(Bα(r−τN )+)Zα(r)

where Zα(r) = ∑
β∈{α}r Fβ(r). Comparing with

X1,τ
r (φ) ≡ 1

N

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }φ(Bβ(r−τN )+)

= 1

N

∑
α∈A(r−τN )

φ(Bα(r−τN )+)|{α}r |

suggests that we define bτd = EZ1(τN)/E|{1}τN | (here 1 ∈ I labels the first
individual in generation 0) and consider
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Gτ
r (φ)− bτdX

1,τ
r (φ) = 1

N

∑
α∈A(r−τN )

φ(Bα(r−τN )+)
∑
β∈{α}r

(Fβ(r)− bτd) (6.7)

By computing the variance of the last difference, we will conclude that

Lemma 6.5. For any0 ≤ t < ∞

lim
N→∞

E

(
sup
s≤t

∣∣∣∣
∫ s

0
Gτ
r (φ)− bτdX

1,τ
r (φ) dr

∣∣∣∣
)

= 0

Recalling now that

X1
r (φ) = 1

N

∑
β

1{Tπβ ≤ r < Tβ, ζ
1
β > r}φ(Bβr ) ,

we see that it remains to remove the superscript τ ’s from bτdX
1,τ
r and com-

plete the proof of the limit theorem for the collision term. This is a two-step
procedure.

Lemma 6.6. limN→∞ bτd = bd .

Lemma 6.7. For anyt < ∞

lim
N→∞

E

(
sup
s≤t

∣∣∣∣
∫ s

0
X1,τ
r (φ)−X1

r (φ) dr

∣∣∣∣
)

= 0

Theorem 6.1, and hence Theorem 1, is an immediate consequence of
Lemmas 6.1–6.7 (technically one also needs the trivial bound
supN supr≤t E(X

1
r (|φ|)) < ∞ from Lemma 2.9). The proofs of Lemmas

6.1–6.7 will keep us occupied until the end of Section 10. The rest of this
section is devoted to proofs of the first two of these lemmas.

Proof of Lemma 6.1.Let Kn,0
t be defined as Kn

t but with φ(Bβ) in place
of φ(Bβ +Wβ). Let

ηN = sup
{|φ(x + y)− φ(x)| : y ∈ [−N−1/2, N−1/2]d

}
Any φ ∈ C3

b is Lipschitz continuous, so ηN ≤ CN−1/2 → 0 as N → ∞. If
we let

hmβ = 1{Bβ +Wβ ∈ supp(XmTβ−)}
be the indicator of the event that the support ofXm is hit by the birth at time
Tβ we can write
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E

(
sup
t≤T

∣∣Kn
t (φ)−Kn,0

t (φ)
∣∣) ≤ C

N
E


∑

β

a0
β(t)ηNh

0
β




≤ ηN · C(X0
0(1)+X0

0(1)
2
)

(6.8)

by Lemma 2.5.
To estimate the difference between Kn,0

t and Kn,1
t now, we note that, as

in the proof of Lemma 2.3,

E
(
hn−1
β

∣∣FTβ−
)

= νn−1(β)

ψ(N)
,

so Lemma 3.5 implies that the difference

Mt = K
n,0
t (φ)

1 + θ
N

− Kn,1
t (φ)

= 1

2N + θ

∑
β

anβ(t)φ(B
β)

{
hn−1
β − νn−1(β)

ψ(N)

}
(6.9)

is a martingale. To estimate the right hand side note that (i) the squares of
the jumps of Mt are smaller than N−2‖φ‖2

∞{hn−1
β − νn−1(β)/ψ(N)}2, (ii)

anβ(t) ≤ a0
β(t), and (iii) since hn−1

β ∈ {0, 1}, var(hn−1
β ) ≤ Ehn−1

β . So we
have by the L2 maximal inequality, (3.1),

E(sup
s≤t

M2
s ) ≤ CE[M]t

≤ CN−2E


∑

β

a0
β(t) ‖φ‖2

∞ h
n−1
β




≤ C

N
· ‖φ‖2

∞
(
X0

0(1)+X0
0(1)

2
)

(6.10)

by Lemma 2.5. The desired conclusion now follows from (6.8)–(6.10) and
the inequality

E

(
sup
s≤t

Kn,0
s

∣∣∣∣ 1

1 + θ/N
− 1

∣∣∣∣
)

≤ C

N
E(Kn,0

t (|φ|)) → 0 as N → ∞

(the last by Lemma 2.5 again)

Proof of Lemma 6.2. Let

νm,τ (β) = |{Bγ : Tπγ < Tβ ≤ Tγ , B
γ − Bβ ∈ NN, ζ

m
γ > Tπγ ,

Tβ∧γ > Tβ − τN }|
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be the number of neighbors of Bβ occupied in Xm by close relatives of β
at time Tβ . To bridge the gap between Kn,1

t and Kn,2
t define

K̂n,1
t (φ) = 1

2N + θ

∑
β

anβ(t) φ(B
β)
νn−1,τ (β)

ψ(N)

Lemmas 5.1 and 5.3 imply that for any t < ∞

lim
N→∞

E

(
sup
s≤t

∣∣∣Kn,1
s (φ)− K̂n,1

s (φ)

∣∣∣) = 0

To estimate the contribution to the collision term from births onto multiply
occupied sites, we recall that a0

β(t) = {Tβ ≤ t, Bβ 6= 1} is the event that
β was once alive in the branching random walk X0 but died before time t ,
and let

J1(t) = 1

N

∑
β

a0
β(t)

1

ψ(N)

∑
γ :γ0=β0

nbr0
β,γ

×
∑

α 6=γ,α0=γ0

1{Tπα < Tβ ≤ Tα, B
α = Bγ } (6.11)

The motivation for this definition is that |K̂n,1
t (φ)−Kn,2

t (φ)| ≤ J1(t)·‖φ‖∞.
To check this observe that if there are k ≥ 2 close relatives of Bβ at one site
Bγ neighboring Bβ then the left-hand side contributes at most (k−1)φ(Bβ)

(2N+θ)ψ(N)
but the right contributes at least k(k−1)‖φ‖∞

Nψ(N)
. The latter inequality comes from

the fact that the definition of J1(t) in addition weakens the requirement of
close relatives from that of having a recent common ancestor and of being
alive in Xn or Xn−1 to just being related and alive in X0.

To estimate EJ1(t) we will have to sum and integrate over all the possi-
bilities. The first step is to use the symmetry of (α, γ ) and suppose without
loss of generality that α ∧ β ≤ γ ∧ β, i.e., that the α line did not split
off from the β line after the γ line did. Just to keep on top of things the
reader should note that there are two somewhat different sub-cases of this
situation: (a) α ∧ β < γ ∧ β, or (b) α ∧ β = γ ∧ β. In words, (b) says that
the most recent common ancestor of α and γ occurs after their common
line of descent joins β.

To tackle (6.11) we begin with the inside sum and break things down
according to the value of k so that γ ∧ α = γ |k = α|k, noting that the
indicator functions involving β rule outα∧γ = α or γ and so k < |α|∧|γ |.
Let Hα

β,γ be the σ -field generated by all the branching events, and the
random walk events for the lines β and γ only, but omitting the value of the
jump Wα∧γ (which might have moved the α or the γ line). Then we have
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P
(
Bα = Bγ |Hα

β,γ

) ≤ C

ψ(N)
(|α| − k)−d/2 (6.12)

To prove this we use Lemma 4.2 to conclude that

P(
√
N{Bα − Bα(Tα|k)} −

√
N
{
Bγ − Bγ (Tγ |k)

} ∈ [−1, 1]d |Hα
β,γ )

≤ C(|α| − k)−d/2

and observe that the probability the missingWα∧γ will have the exact value
needed to make Bγ = Bα is at most 1/ψ(N).

In order to use (6.12), we want to take the conditional expectation of
(6.11) with respect to Hα

β,γ . Unfortunately, nbr0
β,γ is not measurable with

respect toHα
β,γ . This problem is easy to fix. Let B̂β (resp. B̂γ ) be the position

Bβ (resp. Bγ ) with the value of Wα∧γ subtracted if it appears in the sum.
Clearly,

nbr0
β,γ ≤ 1{Tπγ < Tβ ≤ Tγ ,

√
N(B̂β − B̂γ ) ∈ [−3, 3]d} (6.13)

and the right hand side is Hα
β,γ−measurable.

Modifying (6.11) using (6.13) then taking the expectation of the con-
ditional expectation of the summands in (6.11) with respect to Hα

β,γ , we
have

EJ1(t) ≤ 1

N
E
∑
β

a0
β(t) · 1

ψ(N)

×
∑

γ :γ0=β0

1{Tπγ < Tβ ≤ Tγ ,
√
N(B̂β − B̂γ ) ∈ [−3, 3]d}

×
∑

α:α 6=γ,α0=γ0

C

ψ(N)
(|α| − |α ∧ γ |)−d/21(Tπα < Tβ ≤ Tα)

(6.14)

To evaluate the inside sum we break things down according to the value of
k so that γ ∧ α = γ |k = α|k, and the value of ` = |α| − k− 1. Since there
are ` births in the α line after it splits from γ , there are 2` choices for α
and each of them is alive with probability {(N + θ)/(2N + θ)}`. Recalling
there must also be exactly ` arrivals in the relevant rate (2N + θ) Poisson
process, we arrive at

E


 ∑
α:α 6=γ,α0=γ0

C

ψ(N)
(|α| − |α ∧ γ |)−d/21(Tπα < Tβ ≤ Tα)

∣∣∣∣Hα
β,γ



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≤
|γ |−1∑
k=0

∞∑
`=0

2`
(
N + θ

2N + θ

)`
· C

ψ(N)
(1 + `)−d/2

× exp[−(Tβ − Tγ |k)(2N + θ)]
[(Tβ − Tγ |k)(2N + θ)]`

`!

≤ C

ψ(N)

|γ |−1∑
k=0

(
1 + (Tβ − Tγ |k)(2N + 2θ)

)−d/2
exp[θ(Tβ − Tγ |k)]

by Lemma 4.3. Plugging this into (6.14) we may bound EJ1(t) by

C

Nψ(N)2
E
∑
β

1{Tβ ≤ t}

×
∑

γ :γ0=β0

1{Tπγ < Tβ ≤ Tγ ,
√
N(B̂β − B̂γ ) ∈ [−3, 3]d}

·
|γ |−1∑
k=0

(1 + (Tβ − Tγ |k)(2N + 2θ))−d/2 (6.15)

Using Lemma 3.2 to change from the Poisson jumps to their compensator
(this introduces a factor of 2N + θ ), and putting back in the variableWβ∧γ
left out of B̂β and B̂γ , we see the above is at most

C

ψ(N)2
E

∫ t

0

∑
β

1{Tπβ < r ≤ Tβ}

×
∑

γ :γ0=β0

1{Tπγ < r ≤ Tγ ,
√
N(Bβ − Bγ ) ∈ [−5, 5]d}

·
|γ |−1∑
k=0

(1 + (r − Tγ |k)(2N + 2θ))−d/2 dr

If we sum over β first and condition on Hγ , and then use (4.9), we see that
the above is at most

C

ψ(N)2
E

∫ t

0

∑
γ

1{Tπγ < r ≤ Tγ , B
γ 6= 1}

×
{|γ |−1∑
k=0

(1 + (r − Tγ |k)(2N + θ))−d/2
}2

dr (6.16)

Recalling there are {NX0
0(1)} choices for γ0, then breaking things down

according to the value of m = |γ |, and using the reasoning we applied to
(6.14), we bound the above by
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C

ψ(N)2
{NX0

0(1)}
∫ t

0

∞∑
m=0

2m
(
N + θ

2N + θ

)m

×E
[

1{0m < (2N + θ)r < 0m+1}(
m−1∑
k=0

(1 + (2N + θ)r − 0k+1)
−d/2

)2 ]
dr

Using Lemma 4.6 and (4.7) it follows that the above is no more than

C

ψ(N)2
{NX0

0(1)}
∫ t

0
ψ0((2N + θ)r)2dr

≤ C

ψ(N)2
{NX0

0(1)} · tψ0((2N + θ)t)2

Recalling that ψ0((2N + θ)t)/ψ(N) ≤ C/N it follows that

EJ1(t) ≤ C

N
X0

0(1) → 0

and the proof of Lemma 6.2 is complete.

7. Proofs of Lemmas 6.4 and 6.5

For the moment we will skip Lemma 6.3, closing the loop with the proof of
that result and the closely related Lemma 6.7 in Section 10.

Proof of Lemma 6.4.Recall that ψ0(N) = ψ(N)/N ,

Fβ(r) = 1

ψ0(N)

∑
γ

1{Tπγ < r ≤ Tγ , Tγ∧β > r − τN }

·1{Bγ − Bβ ∈ NN }

Gτ
r (φ) = 1

N

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }φ(Bβ(r−τN )+)Fβ(r)

and the collision terms of interest,K2,3
t = K

1,3
t . Our first observation is that

K1,3
t (φ) = 1

(2N + θ)N

∑
β

1{Tβ ≤ t, ζ 1
β > Tβ − τN }φ(Bβ)Fβ(Tβ)

is closely related to
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Gr(φ) = 1

N

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }φ(Bβ)Fβ(r)

In particular, Lemma 3.2 (see also Lemma 3.4(a)) implies that

Mt = K1,3
t (φ)−

∫ t

0
Gr(φ)dr is a martingale (7.1)

To bound the size of this martingale we note that the above Lemmas also
imply

〈M〉t = 1

(2N + θ)2N2

∫ t

0

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }

×φ(Bβ)2Fβ(r)2 (2N + θ)dr

From the formula for 〈M〉t , and very crude bounds, we get

E〈M〉T ≤ C‖φ‖2
∞

∫ T

0
E


N−1

∑
β

1{Tπβ < r ≤ Tβ, B
β 6= 1}

×
[
N−1

∑
γ

1{γ0 = β0, Tπγ < r ≤ Tγ , B
γ 6= 1}

]2

 dr

In the second equation, we have weakened the survival conditions to being
alive in the branching random walk, so the above is at most

C‖φ‖2
∞X

0
0(1)

∫ T

0
E
(
X0
r (1)

3
∣∣X0

0(1) = N−1δ0
)
dr

≤ C‖φ‖2
∞X

0
0(1) · T/N3/4 (7.2)

The last inequality is immediate from Lemma 2.9 and Holder’s inequality.
The L2 maximal inequality, (3.2), now shows that

E

(
sup
t≤T

M2
t

)
≤ C‖φ‖2

∞X
0
0(1)T /N

3/4 .

It remains to estimate the difference between the two G integrals. To
this end we note that

E
(|Gτ

r (φ)−Gr(φ)|
) ≤ 1

N
E

(∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }

×∣∣φ(Bβr )− φ(B
β

(r−τN )+)
∣∣ · Fβ(r)

)
(7.3)

Plugging in the definition of Fβ(r) then taking the conditional expectation
with respect to Hβ (recall its definition from the beginning of section 4),
the above is no more than
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C

ψ(N)
E

{∑
β

1{Tπβ < r ≤ Tβ}
∣∣φ(Bβr )− φ(B

β

(r−τN )+)
∣∣

×E

 ∑
γ :γ0=β0

1{Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN }

∣∣∣Hβ


}

Note that we have eliminated ζ 1
β > r − τN and replaced 1{Tγ∧β > r − τN }

by 1(γ0 = β0). By (4.9), the above is bounded by

C

ψ(N)
E

{∑
β

1{Tπβ < r ≤ Tβ}
∣∣φ(Bβr )− φ(B

β

(r−τN )+)
∣∣

×
|β|−1∑
k=0

(
1 + (2N + θ)(r − Tβ|k)

)−d/2}

Our next step is to condition on

Hbr

β = σ(tβ|m, δβ|m : m < |β|) ∨ σ(tβ) ,
the information about the branching events in the family line of β plus the
death time of β. Breaking things down according to the value of m = |β|
and then according to the values of the times Tβ|k the above is at most

C

ψ(N)
{NX0

0(1)}
∞∑
m=1

2m
(
N + θ

2N + θ

)m
E (6m8) (7.4)

where 8 = E(|φ(Bβr )− φ(B
β

(r−τN )+)||Hbr

β ),

6m = 1{0m < (2N + θ)r < 0m+1}
m−1∑
k=0

(1 + 0m − 0k+1)
−d/2 ,

and the 0m are the gamma random variables introduced in the proof of
Lemma 4.5. Using the Cauchy-Schwarz inequality we conclude

E(6m8) ≤ (
E62

m

)1/2 (
E82

)1/2
(7.5)

We have supposed that φ ∈ C3
b , and hence is Lipschitz continuous, so

E82 ≤ CE

{
E
(
|Bβr − B

β

(r−τN )+|
∣∣∣Hbr

β

)2
}

≤ CE
∣∣Bβr − B

β

(r−τn)+
∣∣2 ≤ CτN

(7.6)
Using (7.5) and (7.6) we see that (7.4) is smaller than
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Cτ
1/2
N

ψ(N)
{NXN0 (1)}

∞∑
m=1

2m
(
N + θ

2N + θ

)m

×

E


1{0m < (2N + θ)r < 0m+1}

(
m−1∑
k=0

(1 + 0m − 0k+1)
−d/2

)2





1/2

Using Lemma 4.6 now, and (4.7) we see that the above is bounded by

Cτ
1/2
N

ψ(N)
{NX0

0(1)} · I ((2N + θ)r) ≤ Cτ
1/2
N XN0 (1) → 0

This completes the proof of Lemma 6.4.

Proof of Lemma 6.5.We begin by recalling formula (6.7):

Gτ
r (φ)− bτdX

1,τ
r (φ) = 1

N

∑
α∈A(r−τN )

φ(Bα(r−τN )+)
∑
β∈{α}r

(Fβ(r)− bτd) (7.7)

Plugging in the definition of Zα(r) from Section 6 we get

Gτ
r (φ)− bτdX1,τ

r (φ) = 1

N

∑
α∈A(r−τN )

φ(Bα(r−τN )+)
(
Zα(r)− bτd |{α}r |

)
(7.8)

If we condition on Fr−τN , then a simple argument using the Markov prop-
erty and our basic independence assumptions shows that the individual sum-
mands in (7.8) are independent. The definition of bτd now implies that their
(conditional) means are 0. Here we use an obvious translation invariance to
see that on {α ∈ A(r − τN)},

P((Zα(r), |{α}r |) ∈ ·|Fr−τN ) = P((Z1(τN), |{1}τN |) ∈ ·) (7.9)

To show that the difference in (7.8) is small we will compute the variance
of this random sum. For this it is clear from the above independence and
equivalence in law that the following two lemmas will be needed.

Lemma 7.1. There is a0 < C < ∞ so thatEZ2
1(τN) ≤ C(τN).

Lemma 7.2. There is a0 < C < ∞ so that for anys > 0, E|{1}s |2 ≤
C(1 + sN).
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The second result is a standard fact about critical branching processes
and again is a corollary of Lemma 2.2 in Bramson, Durrett, and Swindle
(1989). Before entering into the somewhat lengthy details of the proof of
Lemma 7.1, let us check that it, and Lemma 6.6, will be enough to finish
the proof of Lemma 6.5. Conditioning the sum in (7.8) on Fr−τN , we have
from the above observations that if r ≥ τN then

E
{(
Gτ
r (φ)− bτdX

1,τ
r (φ)

)2
}

≤ ‖φ‖2
∞

N2
E
(|A(r − τN)| · E{(Z1(τN)− bτd |{1}τN |)2}) (7.10)

Combining Lemmas 7.1, 7.2 and 6.6 (the latter to show that {bτd} remains
bounded as N → ∞) and using the fact that we have chosen NτN → ∞
we have

E{(Z1(τN)− bτd |{1}τN |)2} ≤ CNτN

so the expression is (7.10) is bounded by

CτN‖φ‖2
∞E

(
N−1|A(r − τN)|

) ≤ CτN‖φ‖2
∞EX

N
r−τN (1)

≤ CτN‖φ‖2
∞X

N
0 (1)

by Lemma 2.9. From this it follows that∫ T

τN

E|Gτ
r (φ)− bτdX

1,τ
r (φ)|dr ≤

∫ T

τN

(
E|Gτ

r (φ)− bτdX
1,τ
r (φ)|2)1/2

dr

≤ Cτ
1/2
N ‖φ‖∞(XN0 (1))

1/2 · T (7.11)

→ 0 as N → ∞

To handle the integral from 0 to τN we note that if r ≤ τN then

Gτ
r (φ) = N−1

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }φ(Bβ0 )Fβ(r)

X1,τ
r (φ) = N−1

∑
β

1{Tπβ < r ≤ Tβ, ζ
1
β > r − τN }φ(Bβ0 )

Using some trivial inequalities and then the definition of Fβ(r), we have
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∫ τN

0
E|Gτ

r (φ)− bτdX
1,τ
r (φ)| dr

≤ ‖φ‖∞
∫ τN

0
(bτdEX

1,τ
r (1)+ EGτ

r (1))dr

≤ ‖φ‖∞bτd

∫ τN

0
EX0

r (1)dr

+
∫ τN

0
E

(
‖φ‖∞
Nψ0(N)

∑
β

1{Tπβ < r ≤ Tβ}

·
∑

γ :γ0=β0

1{Tπγ < r ≤ Tγ , B
γ − Bβ ∈ NN }

)
dr

Using Lemmas 2.9 and 6.6 on the first term and Lemma 4.4 and (4.7) on
the second, the above is bounded by

C‖φ‖∞XN0 (1)τN → 0 (7.12)
Combining (7.11) and (7.12) we see that the proof of Lemma 6.5 will be
complete when we do the (independent!) proofs of Lemma 6.6 in Section 8
and Lemma 7.1 in Section 9. The latter result concerns the second moment
EZ1(s)

2, so we will first compute the mean EZ1(s), which is needed to
prove Lemma 6.6.

8. Mean of the interference term

We claim that for α ∈ A(r − τN),

Zα(r) =
∑
β≥α

1

ψ0(N)

∑
γ≥α

1{Tπβ < r ≤ Tβ, Tπγ < r ≤ Tγ , B
β−Bγ ∈ NN }

(8.1)
To see this note that for α ∈ A(r − τN) and β ≥ α the condition
Tγ∧β > r − τN (appearing in the definition of Fβ(r)) holds iff γ ≥ α

(which appears in the definition of Zα(r)). For this equivalence, observe
that Tγ∧β ≥ r − τN implies Tγ∧β > Tπα and since γ ∧ β and α are both
ancestors of β this forces γ ∧ β ≥ α and so γ ≥ α. The converse impli-
cation is obvious and (8.1) now follows from the definitions of Zα(r) and
Fβ(r). If β = γ , then Bβ − Bγ /∈ NN and so (8.1) with r = τN (clearly
1 ∈ A(0)) implies that

ψ0(N)EZ1(τN)

= E


∑
β≥1

∑
γ≥1,γ 6=β

1{Tπβ < τN ≤ Tβ, Tπγ < τN ≤ Tγ , B
β − Bγ ∈ NN }



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Note that for a fixed β and γ in the above sum if α = β ∧ γ then the
following are mutually independent σ -fields:

Hα, σ (tα′ : α < α′ ≤ β), σ (tα′ : α < α′ ≤ γ ),

σ (B̄γ − B̄β), σ (δα′ : α ≤ α′ ≤ β or α < α′ ≤ γ )

Breaking things down according to the value of α = β∧γ , using the above
independence, and conditioning on B = σ(tα′, δα′ : α′ ∈ I )∧Hα and then
on Hα shows that

ψ0(N)EZ1(τN) = E

{ ∞∑
k=0

∑
α:|α|=k, α≥1

1{Tα < τN, B
α 6= 1}

· 2 ·
∞∑
`=0

∞∑
m=0

∑
β>α,|β|=k+1+`

βk+1=0

∑
γ>α,|γ |=k+1+m

γk+1=1

(
N + θ

2N + θ

)1+`+m

·P(Tπβ − Tα < τN − Tα ≤ Tβ − Tα|Hα)

·P(Tπγ − Tα < τN − Tα ≤ Tγ − Tα|Hα)

·P (N1/2(B̄γ − B̄β) ∈ [−1, 1]d − {0})
}

(8.2)

Starting at the bottom of (8.2), if WN is uniform on N1/2 · NN , V Nn is
an independent random walk that with probability 1/2 stays put and with
probability 1/2 takes a step uniform on N1/2 · NN , then

P
(
N1/2(B̄γ − B̄β) ∈ [−1, 1]d − {0})
= P

(
WN + V N`+m ∈ [−1, 1]d − {0})

Combine this with the usual Poisson process formulas for the probability β
and γ are alive at time τN , to equate (8.2) to

E

{ ∞∑
k=0

∑
α:|α|=k, α≥1

1{Tα < τN, B
α 6= 1} · 2 ·

∞∑
`=0

∞∑
m=0

2`+m
(
N + θ

2N + θ

)1+`+m

×((2N + θ)(τN − Tα))
`+m

`!m!
e−2(2N+θ)(τN−Tα)

×P (WN + V N`+m ∈ [−1, 1]d − {0})
}



368 R. Durrett, E.A. Perkins

Recall εN = θ/(2N + θ). Changing variables from (`,m) to (n,m) where
n = `+m, gives

(1 + εN)E




∞∑
k=0

∑
α:|α|=k, α≥1

1{Tα < τN, B
α 6= 1} ·

∞∑
n=0

n∑
m=0

(
2N + 2θ

2N + θ

)n

× n!

(n−m)!m!
· ((2N + θ)(τN − Tα))

n

n!
e−2(2N+θ)(τN−Tα)

×P(WN + V Nn ∈ [−1, 1]d − {0})
}

(8.3)

Summing
(
n

m

)
overm from 0 to n gives 2n. A little arithmetic turns the sum

over n into

e2θ(τN−Tα)
∞∑
n=0

(4(N + θ)(τN − Tα))
n

n!

× e−4(N+θ)(τN−Tα)P (WN + V Nn ∈ [−1, 1]d − {0}) (8.4)

Let π(u) be a Poisson random variable with mean u that is independent of
WN and {V Nn : n ≥ 0}, and let

hN(u) = P
(
WN + V Nπ(u) ∈ [−1, 1]d − {0})

Using our new notation we can write (8.4) as

e2θ(τN−Tα)hN(4(N + θ)(τN − Tα)) .

Plugging this into (8.3) we see that (8.3) equals

(1 + εN)E

{∑
α≥1

1{Tα < τN, B
α 6= 1} · e2θ(τN−Tα)

hN(4(N + θ)(τN − Tα))

}
(8.5)

Using Lemma 3.2 and Lemma 3.4(a) for integrability, we may convert the
above to

(1 + εN)E

∫ τN

0

{∑
α≥1

1{Tπα < r ≤ Tα, B
α 6= 1}

·e2θ(τN−r)hN(4(N + θ)(τN − r)) · (2N + θ)

}
dr
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Summing over α gives all the individuals alive in the branching process at
time r , so using Lemma 2.9, we have shown

ψ0(N)EZ1(τN)

= (1 + εN) e
θτN

∫ τN

0
e2θ(τN−r)hN(4(N + θ)(τN − r)) · (2N + θ)dr

We can simplify our calculations by noting that (∼ indicates the ratio ap-
proaches 1 as N → ∞)

ψ0(N)EZ1(τN) ∼
∫ τN

0
hN
(
4(N + θ)(τN − r)

) · (2N + 2θ)dr

= 1

2

∫ 4(N+θ)τN

0
hN(s)ds (8.6)

where in the second step we have changed variables s = 4(N + θ)(τN − r).
Let W be uniform over [−1, 1]d and Vπ(s) be an independent contin-

uous time random walk that at rate 1/2 takes a step uniform on [−1, 1]d .
Elementary weak convergence arguments show that

Lemma 8.1. If sN → s < ∞ then asN → ∞,

hN(sN) → h(s) = P
(
W + Vπ(s) ∈ [−1, 1]d

)
We now wish to interchange the limit as N → ∞ and the integral over

s in (8.6). In d > 2 this is easy to justify. Lemma 2.4 in Bramson, Durrett,
and Swindle (1989) gives

P
(
x + V Nπ(t) ∈ [−1, 1]d

) ≤ C(1 + t)−d/2 (8.7)

Since the right hand side is independent of x, the same bound holds when
WN is put in place of x on the left. This gives us the domination we need
to let N → ∞ in (8.6) and conclude that if NτN → ∞ and τN → 0 then

lim
N→∞

ψ0(N)EZ1(τN) = 1

2
E

∫ ∞

0
P
(
W + Vπ(s) ∈ [−1, 1]d

)
ds

In d > 2, ψ(N) ∼ 2dN so ψ0(N) → 2d . For the right-hand side, we
note that the continuous time random walk Vπ(s) stays in each state for an
exponential amount of time with mean 1/2 before moving, so, recalling the
definition of {Un} in Section 1 prior to Theorem 1, we can rewrite the last
formula as

lim
N→∞

EZ1(τN) = 2−d
∞∑
n=1

P(Un ∈ [−1, 1]d) = bd (8.8)
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Things are a little more delicate in d = 2 since the limiting integral is
divergent. Fortunately, much of the work has been done in Lemma 4.6
of Bramson, Durrett, and Swindle (1989). Here |B| denotes the Lebesgue
measure of B.

Lemma 8.2. If s → ∞, xs/(s/2)1/2 → x, andN → ∞ then for any Borel
setB with |B| < ∞ and|∂B| = 0

(s/2)d/2P(V Nπ(s) ∈ xs + B) → |B|n(x)
where n(x) = (2π/3)−d/2 exp(−3|x|2/2) is the normal density with vari-
ance1/3.

The t/2 comes from the fact that in Bramson, Durrett, and Swindle (1989),
what they call XMt takes jumps at rate 1 while our V Nπ(s) takes jumps at rate
1/2, so we need to set n = s/2, M = N in their Lemma 4.6.

Lemma 8.3. If sN → ∞ thenhN(sN)/h(sN) → 1.

Proof.Use the classical local central limit theorem to see that

(sN/2)
d/2h(sN) → 2dn(0) (8.9)

(Problem 1 in Section 10.4 of Breiman (1968) and a simple calculation will
suffice.) Note that by conditioning on WN ∈ [1, 1]d and using Lemma 8.2
and (8.7) to integrate out the conditioning, we get

(sN/2)
d/2hN(sN) → 2dn(0) .

The result follows.

Combining this with Lemma 8.1, one can conclude easily that

Lemma 8.4. Let η > 0. If N is large thenhN(s)/h(s) ∈ [1 − η, 1 + η]
for all s ≥ 0.

Proof.Let η > 0 and suppose that there is a sequence of exceptions sNk to
the inequality. There is either a subsequence converging to a finite limit or
the sequence converges to ∞. In the first case we contradict Lemma 8.1, in
the second we contradict Lemma 8.3.

From Lemma 8.4 it is immediate that∫ 4(N+θ)τN

0
hN(s)ds ∼

∫ 4(N+θ)τN

0
h(s)ds , (8.10)

that is, the ratio approaches 1 as N → ∞. To compute the right-hand side,
we use (8.9) (with d = 2) to get
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h(s) ∼ (s/2)−1 · 4 · (2π/3)−1 = 12

πs
as s → ∞

In d = 2, τN = 1/ logN and ψ0(N) ∼ 4 logN , so (8.6), (8.10), the above
asymptotic estimate, and the trivial bound h(s) ≤ 1 imply that as N → ∞

EZ1(τN) ∼ 1

4 logN
· 1

2

∫ 4(N+θ)/ logN

log logN

12

πs
ds → 3

2π
(8.11)

Formulas (8.11) and (8.8) give the asymptotic behavior of EZ1(τN) for
d = 2 and d > 2, respectively. To complete the proof of Lemma 6.6 now,
we note that by Lemma 2.9 and the fact that τN → 0,

E|{1}τN | = eθτN → 1 (8.12)

asN → ∞. Therefore from (8.8), (8.11) and (8.12) we see that asN → ∞,

bτd = EZ1(τN)

E|{1}τN | → bd

and Lemma 6.6 is proved.

9. Second moment of the interference term

In this section we will prove Lemma 7.1. We will use β ≈ s to indicate that
Tπβ < s ≤ Tβ , Bβ 6= 1. Using this in (8.1) we can write

ψ0(N)
2Z1(τN)

2

=
∑

β1,β2,β3,β4

(
4∏
i=1

1{βi ≈ τN }
)

1{Bβ1 − Bβ2 ∈ NN, B
β3 − Bβ4 ∈ NN }

(9.1)

where each βi has βi(0) = 1. To suppress nuisance terms later it is useful
to note:
(i) Since all the βi are alive at time s we cannot have βi < βj .
(ii) Since 0 6∈ NN we must have β1 6= β2 and β3 6= β4.
(iii) From (i), (ii), and βi(0) = 1 it follows that |βi | ≥ 1 for all i.

There are several cases in the estimation of (9.1) depending on the rela-
tive relationship of the the βi . To sort these out we need some notation. For
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a finite set 3 of possible individuals let

τ(3;β) = max{|γ ∧ β| : γ ∈ 3, γ0 = β0}
with max ∅ = −∞. In words, τ(3;β) is the number of the last generation
in which β had an ancestor in common with some individual in 3. For
j = 1, 2, 3, letRj be the contribution to the sum in (9.1) from β1, β2, β3, β4

with τ({β1, β2, β3}, β4) = |βj ∧ β4|. The contributions we have defined
overlap but the terms in the sum are nonnegative so

ψ0(N)
2E
(
Z1(τN)

2
) ≤

3∑
i=1

ERi = 2ER2 + ER3 (9.2)

where in the second step we have used symmetry to concludeER1 = ER2.
To estimate the right-hand side of (9.2) we have to do each of the four

sums in (9.1). To structure the proof we will divide this section into the
corresponding subsections.
a. Sum overβ4. For j = 1, 2, 3, we let

Rj(β1, β2, β3)

=
∑
β4

1
{
τ({β1, β2, β3};β4) = |βj ∧ β4|

}
· 1(Bβ3 − Bβ4 ∈ NN)

and note that conditioning on H123 = Hβ1 ∨ Hβ2 ∨ Hβ3 ,

ERj =
∑

β1,β2,β3

(
3∏
i=1

1{βi ≈ τN }
)

1{Bβ1 − Bβ2 ∈ NN }
×E(Rj(β1, β2, β3)|H123) (9.3)

Breaking things down according to the value of k = |βj ∧ β4| and using
Lemma 4.2, we have that E(Rj(β1, β2, β3)|H123)− 1 is at most

C

|βj |−1∑
k=0

∑
β4,|β4|>k

1
{
τ({β1, β2, β3};β4) = |βj ∧ β4| = k

}( N + θ

2N + θ

)|β4|−k−1

×(|β4| − k)−d/2 · P (Tπβ4 < τN ≤ Tβ4

∣∣H123
)

(9.4)

Here the 1 corresponds to the term β4 = βj (which contributes if j 6= 3)
and we have used (i) to justify |β4| > k. If u(γ ) = (2N + θ)(τN − Tγ ),
then on {βj ≈ τN } the above is no more than

C

|βj |−1∑
k=0

∑
β4,|β4|>k

1
{
τ({β1, β2, β3};β4) = |βj ∧ β4| = k

}( N + θ

2N + θ

)|β4|−k−1
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×(|β4| − k)−d/2 · e−u(βj |k) u(βj |k)
|β4|−k−1

(|β4| − k − 1)!

Letting ` = |β4|− k− 1 and taking into account the number of possible β4,
we may bound the above on {βj ≈ τN } by

C

|βj |−1∑
k=0

∞∑
`=0

(
2N + 2θ

2N + θ

)`
(1 + `)−d/2 · e−u(βj |k) u(βj |k)

`

`!

≤ C

|βj |−1∑
k=0

e
θ(τN−Tβj |k)(1 + u(βj |k))−d/2

≤ CeθτNH(βj , τN) ≤ CH(βj , τN) (9.5)

by Lemma 4.3 and a definition given after (4.9). We can combine (9.4) and
(9.5) to get

1(βj ≈ τN)E
(
Rj(β1, β2, β3)

∣∣∣H123

)
≤ 1 + CH(βj , τN) (9.6)

Note.It is tempting to use H(βj , τN) ≤ H(βj ) and H(βj ) ≥ 1 to simplify
the right hand side to CH(βj ) but that upper bound does not work well in
(9.8).
b. Sum onβ3. Using (9.2), (9.3), and (9.6), then conditioning on H12 =
Hβ1 ∨ Hβ2

ψ0(N)
2EZ1(τN)

2

≤ CE

{∑
β1

∑
β2

1
(
β1 ≈ τN, β2 ≈ τN, B

β1 − Bβ2 ∈ NN

)

×
[
E

(∑
β3

1(β3 ≈ τN)[1 + CH(β3, τN)]

∣∣∣∣H12

)

+ [1 + CH(β2, τN)] · E
(∑

β3

1(β3 ≈ τN)

∣∣∣∣H12

)]}
(9.7)

Using symmetry we can replace 1(β3 ≈ τN) in the first sum by

1{β3 ≈ τN, τ ({β1, β2};β3) = |β2 ∧ β3|}

and put another factor of 2 into the C. To deal with the right-hand side of
(9.7) we let
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Rj(β1, β2) =
∑
β3

1
(
β3 ≈ τN, τ ({β1, β2};β3) = |βj ∧ β3|

)
·H(β3)

Qj(β1, β2) =
∑
β3

1
(
β3 ≈ τN, τ ({β1, β2};β3) = |βj ∧ β3|

)
for j = 1, 2. Separating out the possibility of β3 = β2 first, and plugging in
the definition of H(β3, τN), we see that E(R2(β1, β2)|H12) is bounded by

H(β2)+
|β2|−1∑
k=0

∑
β3

1(τ ({β1, β2};β3) = |β2 ∧ β3| = k)

(
N + θ

2N + θ

)|β3|−k−1

×
{
E

[
1{Tπβ3 < τN ≤ Tβ3}

|β3|−1∑
j=k

[1 + u(β3|j)]−d/2
∣∣∣∣H12

]

+ E

[
1{Tπβ3 < τN ≤ Tβ3}

∣∣∣∣H12

]
·
k−1∑
j=0

[1 + u(β2|j)]−d/2
}

(9.8)

where we have used the fact that for j < k, β3|j = β2|j .
Introducing ` = |β3| − k − 1, changing variables i = j − k, and using

our standard gamma random variables 0m defined in the proof of Lemma
4.5, the first term in the set braces in (9.8) is at most

E

(
1{0` < (2N + θ)(τN − Tβ3|k) < 0`+1}

∑̀
i=0

(1 + 0` − 0i)
−d/2

)
(9.9)

Using the usual Poisson reasoning with the trivial bound k ≤ |β2|, and
recalling the definition of H(β2), we see that the second term in the set
braces in (9.8) is bounded by

e−u(β2|k) u(β2|k)`
`!

H(β2) (9.10)

Using (9.9) and (9.10) in (9.8), and counting the number of β3’s for each `,
we have

E(R2(β1, β2)|H12) ≤ H(β2)+
|β2|−1∑
k=0

∞∑
`=0

(
2N + 2θ

2N + θ

)`

×
{
E

(
1{0` < (2N + θ)(τN − Tβ3|k) < 0`+1}

×
∑̀
i=0

(1+0` − 0i)
−d/2

)
+e−u(β2|k) u(β2|k)`

`!
H(β2)

}

(9.11)
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Recalling the notation e`(u) from (4.12) we see that the first term in set
braces in (9.11) is at most 2e`((2N + θ)(τN − Tβ3|k)). Here the factor 2 is
used to handle the i = 0 term which doesn’t appear in the sum defining
e`(u). Doing the sum over ` now and using the above and Lemma 4.5, with
the trivial bound Tβ3|k ≥ 0, we see that the first term in set braces in (9.11)
when summed over ` and k contributes at most

C|β2| · I ((2N + θ)τN) (9.12)

The second term in set braces in (9.11) when summed contributes at most

|β2|−1∑
k=0

∞∑
`=0

(1 + εN)
`e−u(β2|k) u(β2|k)`

`!
H(β2)

=
|β2|−1∑
k=0

exp(εNu(β2|k))H(β2) ≤ C|β2|H(β2) (9.13)

since εN = θ/(2N+θ) and u(β2|k) ≤ (2N+θ)τN . Using (9.12) and (9.13)
in (9.11), then recalling |βi | ≥ 1 by (iii), we have

E(R2(β1, β2)|H12) ≤ C|β2| · {I ((2N + θ)τN)+H(β2)
}

(9.14)

Our next step is to consider Qj . With H(β3, τN) in Rj being replaced
by 1 inQj , the analysis is much easier. Imitating (9.8) we write for j = 1, 2

E(Qj(β1, β2)|H12) ≤ 1 +
|βj |−1∑
k=0

∑
β3

1
{
τ({β1, β2};β3) = |βj ∧ β3| = k

}

×
(
N + θ

2N + θ

)|β3|−k−1

P(Tπβ3 < τN ≤ Tβ3 |H12)

Introducing ` = |β3| − k − 1, we see the above is at most

1 +
|βj |−1∑
k=0

∞∑
`=0

(
2N + 2θ

2N + θ

)`
e−u(βj |k)

u(βj |k)`
`!

≤ C|βj | (9.15)

since θu(βj |k)/(2N + θ) ≤ θτN , and (iii) tells us that |βj | ≥ 1.
(9.14) and (9.15) handle the first term in square brackets in (9.7). To take

care of the second term there, we note that

E


∑

β3

1(β3 ≈ τN)

∣∣∣∣H12


 ≤ E

(
Q1(β1, β2)+Q2(β1, β2)

∣∣∣H12

)
,
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so using (9.15), H(β2, τN) ≤ H(β2) and H(β2) ≥ 1 we have

E

(∑
β3

1(β3 ≈ τN)[1 + CH(β2, τN)]

∣∣∣∣H12

)
≤ C(|β1| + |β2|) ·H(β2)

(9.16)
Using (9.14) and (9.16), we see that (9.7) is bounded by

CE

{∑
β1

∑
β2

1
(
β1 ≈ τN, β2 ≈ τN, B

β1 − Bβ2 ∈ NN

)
× [|β2| · {I ((2N + θ)τN)+H(β2)

}+ (|β1| + |β2|) ·H(β2)
]}

(9.17)

Having summed over β4 and then β3, our third step is to
c. Sum overβ1. If we condition on H2 = Hβ2 in (9.17) then we will be
left with two types of terms:

R(β2) =
∑
β1

1(β1 ≈ τN, B
β1 − Bβ2 ∈ NN) · |β1|

Q(β2) =
∑
β1

1(β1 ≈ τN, B
β1 − Bβ2 ∈ NN)

Using our new notation, E((9.17)|H2) is no more than

CE

{∑
β2

1(β2 ≈ τN)
[
H(β2) · E(R(β2)|H2)

+ |β2| · (I ((2N + θ)τN)+H(β2)
) · E(Q(β2)|H2)

]}
(9.18)

(4.9) implies that

E(Q(β2)|H2) ≤ CH(β2) (9.19)

To cope with the extra factor of |β1| in R(β2), we note that, adapting the
proof of (4.8), one can easily show

E(R(β2)|H2) ≤ C

|β2|−1∑
k=0

∞∑
`=0

(`+ 1 + k) · (`+ 1)−d/2

×
(

2N + 2θ

2N + θ

)̀
e−u(β2|k) u(β2|k)`

`!
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Dividing the sum into (a) ` ≥ k, where `+1+ k ≤ 2(`+1), and (b) ` < k,
where ` + 1 + k ≤ 2k ≤ 2|β2|, and then using Lemma 4.3 on each piece,
we see that the above is less than or equal to

C

|β2|−1∑
k=0

(1 + u(β2|k))1−d/2 + C|β2|
|β2|−1∑
k=0

(1 + u(β2|k))−d/2

The second sum is at mostH(β2). For the first we use (1+u(β2|k))1−d/2 ≤ 1,
which holds in d ≥ 2, and H(β2) ≥ 1 to get

E(R(β2)|H2) ≤ C|β2|H(β2) (9.20)

At last, we are ready for the fourth and final step.
d. Sum onβ2. Using (9.19) and (9.20) we see that the mean value of (9.18)
is at most

CE

{∑
β2

1(β2 ≈ τN)|β2|
(
H(β2)I ((2N + θ)τN)+H(β2)

2
) }

(9.21)

Breaking things down according to the value of ` = |β2| we may bound the
above by (recall the notation e` and g` from (4.12) and (4.19))

C

∞∑
`=1

2`
(
N + θ

2N + θ

)̀
` · E

{
1(0` < (2N + θ)τN < 0`+1)

×
[
I ((2N + θ)τN)

(`−1∑
k=0

(1 + 0` − 0k+1)
−d/2

)

+
(
`−1∑
k=0

(1 + 0` − 0k+1)
−d/2

)2

}

= C

∞∑
`=1

(1 + εN)
``
[
I ((2N + θ)τN)e`((2N + θ)τN)

+g`((2N + θ)τN)
]

Let v = (2N + θ)τN and write
∑

`∈A for the above sum when ` is restricted
to A. If ` ≤ 3v, then `(1 + εN)

` ≤ Cv, and so Lemmas 4.5 and 4.6 imply∑
`≤3v

≤ C · v · I (v)2 ≤ CNτN · I (N)2 (9.22)
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Using the trivial bound 0` − 0k ≥ 0, we see that∑
`>3v

≤ C
∑
`>3v

(1 + εN)
` · ` · e−v v

`

`!
[I (v)`+ `2] ≤ CI (v)

∑
`>3v

a`(v)

where a`(v) = (1 + εN)
`e−vv``3/`!. If N is large, a`+1(v)/a`(v) ≤ 1/2

for all ` > 3v, so ∑
`>3v

a`(v) ≤ 2a3v(v) → 0

exponentially fast as v → ∞ by standard large deviations estimates for the
Poisson distribution. (See e.g., page 82 of Durrett (1995a).) From the last
result it follows that

I (v)
∑
`>3v

a`(v) ≤ C (9.24)

Combining (9.24) with (9.22) and recalling v = (2N+θ)τN , it follows that
(9.21), and hence ψ0(N)

2E(Z1(τN)
2) (recall (9.7)), is at most

C(1 + I (N)2τNN) ≤ CI (N)2τNN

Now use (4.7) to obtain the conclusion of Lemma 7.1.

10. Proofs of Lemmas 6.3 and 6.7

First consider Lemma 6.3. In the definition of anβ(t) we implicitly used the
fact that ζ nβ = Tβ|k for some k to see that

1(ζ nβ > Tπβ) = 1(ζ nβ ≥ Tβ)

The same reasoning for γ shows that

1(Tπγ < Tβ ≤ Tγ , ζ
n−1
γ > Tπγ ) = 1(Tπγ < Tβ ≤ Tγ , ζ

n−1
γ ≥ Tβ)

Hence in the definition of Kn,2 we can replace the conditions ζ nβ > Tπβ,

ζ n−1
γ > Tπγ with ζ nβ ≥ Tβ, ζ

n−1
γ ≥ Tβ . Taking differences and replacing γ

by δ we therefore have

sup
s≤t

|Kn,2
s (φ)−Kn,3

s (φ)|

≤ 1

(2N + θ)ψ(N)

∑
β,δ

|φ(Bβ)|
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×1
{
Tβ ≤ t, Tπδ < Tβ ≤ Tδ, B

δ − Bβ ∈ NN, Tδ∧β > Tβ − τN
}

× [
1{ζ nβ > Tβ − τN, ζ

n−1
δ > Tβ − τN } − 1

{
ζ nβ ≥ Tβ, ζ

n−1
δ ≥ Tβ)

}]
Use Lemma 3.2 (and Lemma 3.4 (a) for integrability) to bound the mean
value of the above by

‖φ‖
ψ(N)

E

∫ t

0

∑
β,δ

1{Tπβ < r ≤ Tβ, Tπδ < r ≤ Tδ, B
δ − Bβ ∈ NN,

Tδ∧β > r − τN }[1{ζ nβ > r − τN, ζ
n−1
δ > r − τN }

−1{ζ nβ ≥ r, ζ n−1
δ ≥ r}]dr

which is a nicer form sinceβ and δ play exactly symmetric roles. Subtracting
and adding 1(ζ nβ ≥ r, ζ n−1

δ > r − τN) and using symmetry, we see that in
order to demonstrate Lemma 6.3, it is enough to establish for all m ≥ 0,
that

1

ψ(N)
E

∫ t

0

∑
β,δ

1
{
Tπβ < r ≤ Tβ, Tπδ < r ≤ Tδ, B

δ − Bβ ∈ NN,

Tδ∧β > r − τN, ζ
m
β ∈ [r − τN, r]

}
dr → 0 (10.1)

as N → ∞. Since Tβ ≥ r and Bβ 6= 1 imply ζ 0
β > r a.s. this is trivial for

m = 0.
To start to work on m ≥ 1 we introduce

Iβ(r) = 1

ψ0(N)

∑
δ:δ0=β0

1{Tπδ < r ≤ Tδ, B
δ − Bβ ∈ NN }

Here we divide by ψ0(N) to make Iβ(r) beO(1). Note that Tδ∧β > r − τN
implies δ0 = β0 and so to establish (10.1) it is enough to show

Lemma 10.1. For anym ≥ 1, asN → ∞

1

N
E

∫ t

0

∑
β

1 {Tπβ < r ≤ Tβ, ζ
m
β ∈ [r − τN, r], B

β 6= 1}

× (
Iβ(r)+ 1

)
dr → 0

Here, the +1 is not needed for Lemma 6.3, but is included for the

Proof of Lemma 6.7.Recalling the definitions given in Section 6, and using
the fact that our test functionsφ ∈ C3

b are Lipschitz continuous, and Tπβ < r

iff Tπβ ≤ r a.s., we have
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E

(∫ t

0
|X1,τ

r (φ)−X1
r (φ)| dr

)

≤ ‖φ‖
∫ t

0
E
( 1

N

∑
β

1{Tπβ < r < Tβ, ζ
1
β ∈ [r − τN, r], B

β 6= 1}
)
dr

+C
∫ t

0
E
( 1

N

∑
β

1{Tπβ < r < Tβ, B
β 6= 1}|Bβr − B

β

(r−τN )+| ∧ 1
)
dr

The first term tends to 0 by Lemma 10.1. For the second term, condition on
F(r−τN )+ and use the Markov property and Lemma 2.9 with φ(x) = |x| ∧ 1
to see that if BN(t) is the continuous time random walk in Lemma 2.9 then
the second term is at most

CXN0 (1)
∫ t

0
eθr dr E|BN(τN)− BN(0)| ≤ CXN0 (1)

√
τN

Combine these last two observations with the fact that τN → 0 to complete
the proof.

It remains then to do the

Proof of Lemma 10.1.Now if β is alive in the branching process at time r
but has ζmβ ∈ [r − τN, r]), then there is a i < |β| so that

Tβ|i ≥ r − τN, Bβ|i+1 ∈ supp(Xm−1(Tβ|i−)), eβ|i = β(i + 1)

In words the last condition says that at time Tβ|i the β line experienced the
dispersal event and collided with a particle already present in Xm−1. Let γ
denote the index of one of the particles with which β collides at time Tβ|i .
Using Dβ,i as short hand for the awkward eβ|i = β(i + 1), and reading the
symbol as “there was a displacement in the family line of β at the death of
β|i,” we can bound the quantity of interest in Lemma 10.1 by

1

N

∫ t

0
E
∑
β

1{Tπβ < r ≤ Tβ, B
β 6= 1}

|β|−1∑
i=0

1{Dβ,i, Tβ|i ≥ r − τN }

×
∑
γ

1{Tπγ < Tβ|i < Tγ , B
β|i+1 = Bγ } [Iβ(r)+ 1

]
dr (10.2)

The first step in bounding this is to let Hβ,γ = Hβ ∨ Hγ , recall

H(α) =
|α|−1∑
j=0

[
1 + (2N + θ)(Tπα − Tα|j )

]−d/2
,

and generalize the proof of (4.9) to show
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Lemma 10.2. On {Tπβ < r} ∩ {Tπγ < r},

E
(
Iβ(r)

∣∣Hβ,γ

) ≤ C

ψ0(N)
(H(β)+H(γ ))

Proof. Recall that α ≈ r means Tπα < r ≤ Tα and Bα 6= 1. On
{Tπβ < r, Tπγ < r} for α = β or γ , set

Iβ,α(r) = 1

ψ0(N)

∑
δ:δ(0)=β(0)

1
{
δ ≈ r, Bδ − Bβ ∈ NN,

τ({β, γ }; δ) = |α ∧ δ|}
Since either β or γ must split off from δ last (it can be a tie if the δ lineage
branches off before the β and γ lines separate) we have

E
(
Iβ(r)

∣∣Hβ,γ

) ≤ E
(
Iβ,β(r) |Hβ,γ

)+ E
(
Iβ,γ (r)

∣∣Hβ,γ

)
where the second term can only contribute if β0 = γ0. Thus it suffices to
show that for α = β and α = γ that

E
(
Iβ,α(r) |Hβ,γ

) ≤ C

ψ0(N)
·H(α)

Break things down according to the value of τ({β, γ }, δ) = |α ∧ δ| =
k ∈ {0, . . . , |α|}, isolate the case δ = α first, and then observe that when
δ 6= α, δ ≈ r and Tπα < r imply |δ| > k. This gives

ψ0 (N) · E (Iβ,α(r)∣∣Hβ,γ

)

≤ 1 +
|α|∑
k=0

∑
δ,|δ|>k

1 (τ ({β, γ }; δ) = k = |α ∧ δ|)

×E(1(Tπδ < r ≤ Tδ, B
δ 6= 1)

P
(
Bβ − Bδ ∈ NN

∣∣Hβ,γ ∨ Hbr

δ

)∣∣Hβ,γ

)
where Hbr

δ = σ(tδ|m, δδ|m : m < |δ|)∨ σ(tδ) is the σ -field generated by the
branching events in the family line of δ. Let u(α|k, r) = (2N+θ)(r−Tα|k)
and note that for the k = |α| term to contribute in the above sum we must
have Tα < r . Using Lemma 4.2 now and setting ` = |δ| − k − 1, we may
bound the above by

1 +
|α|∑
k=0

∞∑
`=0

(1 + εN)
` · C(1 + `)−d/2 · e−u(α|k,r)+ u(α|k, r)+`

`!
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Using Lemma 4.3 now with the trivial inequalities u(α|k, r)+
≥ (2N + θ)(Tπα − Tα|k)+ (from our original hypothesis on Tπα), and
u(α|k, r)+ ≤ (2N + θ)r , the above is bounded by

1 + CeεN(2N+θ)r
[|α|−1∑
k=0

(
1 + (2N + θ)(Tπα − Tα|k)

)−d/2
+ 1

]

and the desired result follows from the definition of H(α).

Conditioning (10.2) on Hβ,γ , using Lemma 10.2, and throwing away
the event Dβ|i , we see that (10.2) is at most

C

N

∫ t

0
E
∑
β

1(Tπβ < r ≤ Tβ, B
β 6= 1)

|β|−1∑
i=0

1(Tβ|i > Tπβ − τN)

×
∑
γ

1(Tπγ < Tβ|i < Tγ , B
β|i+1 = Bγ )

× [
1 + ψ0(N)

−1(H(β)+H(γ ))
]
dr

Doing the integral over r now and recalling tβ = Tβ − Tπβ we may bound
the above by

C

N
E
∑
β

tβ1(Tπβ ≤ t, Bβ 6= 1)

|β|−1∑
i=0

1(Tβ|i > Tπβ − τN)

×
∑
γ

1(Tπγ < Tβ|i < Tγ , B
β|i+1 = Bγ )

× [
1 + ψ0(N)

−1(H(β)+H(γ ))
]

To get rid of the tβ , we condition on the random variables generating Hβ,γ ,
but without tβ , and note that if γ is not a descendant of β (which we may
assume in light of the condition Tπγ < Tβ|i < Tγ ) then this information is
independent of tβ . We thus may conclude that the above is no more than

C

N2
E

{∑
β

1
(
Tπβ ≤ t, Bβ 6= 1

) |β|−1∑
i=0

1
(
Tβ|i > Tπβ − τN

)
×
∑
γ

1
(
Tπγ < Tβ|i < Tγ , B

β|i+1 = Bγ
)

× [1 + ψ0(N)
−1(H(β)+H(γ ))]

}
(10.3)
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LetHi
β,γ beHβ,γ but without the information about the value ofWβ|i . Since

at most one of the ψ(N) values of W can make a perfect hit
of Bγ , and none will hit unless the source of the birth, Bβ|i , is a neighbor
of Bγ , we have

P
(
Bβ|i+1 = Bγ

∣∣Hi
β,γ

) = 1

ψ(N)
· 1
(
Bβ|i − Bγ ∈ NN

)
To use this, we condition (10.3) on Hi

β,γ to see that it is bounded by

C

N2
E

{∑
β

1(Tπβ ≤ t, Bβ 6= 1)

|β|−1∑
i=0

1(Tβ|i > Tπβ − τN)

×
∑
γ

1(Tπγ < Tβ|i < Tγ ) · 1

ψ(N)
1(Bβ|i − Bγ ∈ NN)

×[1 + ψ0(N)
−1(H(β)+H(γ ))]

}

Our next step is to break things down according to the value of k = |β ∧ γ |
(set |∅| = −1) which must be less than i, and condition on Tβ ∨Tγ , where
Tα = σ(tα|m : m ≤ |α|) is the information about the branching times in
the line of α. Using Lemma 4.2, the last display is bounded by

C

N2ψ(N)
E

{∑
β

1(Tπβ ≤ t)

(
N + θ

2N + θ

)|β| |β|−1∑
i=0

1(Tβ|i > Tπβ − τN)

×
i−1∑
k=−1

∑
γ,|γ∧β|=k<|γ |

1(Tπγ < Tβ|i < Tγ ) · (|γ | − k)−d/2

×
(
N + θ

2N + θ

)|γ |−k−1

·
[

1 + H(β)+H(γ )

ψ0(N)

]}
(10.4)

To bound the right-hand side of (10.4), we will handle theH(β)/ψ0(N)

and 1 +H(γ )/ψ0(N) terms in the last square brackets separately, and call
the resulting sums (10.4a) and (10.4b). For the first we will condition on
Hβ and break things down according to the value of ` = |γ | − k − 1. We
set Tβ|k = 0 if k = −1. Then

E

( ∑
γ :|γ∧β|=k<|γ |

1
(
Tπγ < Tβ|i <Tγ

)
(|γ | − k)−d/2

(
N + θ

2N + θ

)|γ |−k−1∣∣∣∣Hβ

)

≤
∞∑
`=0

(1 + εN)
`(`+ 1)−d/2P

(
0` < (2N + θ)(Tβ|i − Tβ|k) < 0`+1

)
By the usual Poisson reasoning, this equals
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∞∑
`=0

(1 + εN)
`(`+ 1)−d/2 · e−(2N+θ)(Tβ|i−Tβ|k) [(2N + θ)(Tβ|i − Tβ|k)]`

`!

≤ CeθTβ|i
(
1 + (2N + θ)(Tβ|i − Tβ|k)

)−d/2
by Lemma 4.3. Plugging this bound in we see that (10.4a) is no more than

C

N2ψ(N)
E

{∑
β

1(Tπβ ≤ t)

(
N + θ

2N + θ

)|β| |β|−1∑
i=0

1(Tβ|i > Tπβ − τN)

× H(β)

ψ0(N)
·
i−1∑
k=−1

(
1 + (2N + θ)(Tβ|i − Tβ|k)

)−d/2 }

Breaking things down according to the value of ` = |β|−1, writing out the
definition ofH(β), and introducing our standard gamma random variables,
we bound the above by

C

N2ψ(N)
· {NXN0 (1)}E

∞∑
`=0

1 (0`+1 ≤ (2N + θ)t) (1 + εN)
`+1

×
∑̀
i=0

1(0i+1 > 0`+1 − (2N + θ)τN)

i−1∑
k=−1

(1 + 0i+1 − 0k+1)
−d/2

× 1

ψ0(N)



∑̀
j=0

(
1 + 0`+1 − 0j+1

)−d/2 (10.5)

Bounding (10.5) is a Poisson process exercise, which we will attend to
later, so we turn now to the other piece of (10.4). To handle (10.4b), we
begin by interchanging the order of summations to get

C

N2ψ(N)
E

{∑
γ

1(Tπγ ≤ t)

[
1 + H(γ )

ψ0(N)

]

×
|γ |−1∑
k=−1

(|γ | − k)−d/2
(
N + θ

2N + θ

)|γ | ∑
β,|β∧γ |=k<|β|

1(Tπβ ≤ t)

×
(
N + θ

2N + θ

)|β|−k−1 |β|−1∑
i=k+1

1(Tπγ < Tβ|i < Tγ , Tβ|i > Tπβ − τN)

}
(10.6)

Conditioning on Hγ , and introducing ` = |β| − k − 1, j = i − k, uk =
(2N + θ)(Tπγ − Tβ|k), and vk = (2N + θ)(Tγ − Tβ|k) (if k = −1 then
Tβ|k = 0 as above), we have
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E

( ∑
β,|β∧γ |=k<|β|

1(Tπβ ≤ t )
(
N + θ

2N + θ

)|β|−k−1

×
|β|−1∑
i=k+1

1(Tπγ < Tβ|i < Tγ , Tβ|i > Tπβ − τN)
∣∣Hγ

)

≤
∞∑
`=1

(1 + εN)
`
∑̀
j=1

P(0` ≤ (2N + θ)t, uk < 0j < vk,

0` − 0j ≤ (2N + θ)τN)

Introducing x = 0j and y = 0` − 0j , and putting the case j = ` into the
second term, we may bound the previous display by∫∫

1(x + y ≤ (2N + θ)t, uk < x < vk, y ≤ (2N + θ)τN)

×
[ ∞∑
`=2

(1 + εN)
` ·

`−1∑
j=1

xj−1

(j − 1)!

y`−j−1

(`− j − 1)!
e−x−y

]
dx dy (10.7)

+
∫

1(x ≤ (2N + θ)t, uk < x < vk)

∞∑
`=1

(1 + εN)
` x`−1

(`− 1)!
e−x dx

Using the identity
`−1∑
j=1

xj−1

(j − 1)!

y`−j−1

(`− j − 1)!
= (x + y)`−2

(`− 2)!

we can rewrite the double sum in square brackets in (10.7) as
∞∑
`=2

(1 + εN)
` (x + y)`−2

(`− 2)!
e−x−y ≤ CeεN(x+y) ≤ C

if (x + y) ≤ (2N + θ)t . Evaluating the single sum in the same way, and
throwing away the first restriction on x we see that (10.7) is at most

C

∫∫
1(uk < x < vk, y ≤ (2N + θ)τN)dxdy

+C
∫

1(uk < x < vk)dx

Recall that vk − uk = (2N + θ)tγ , where tγ = Tγ − Tπγ is the lifetime of
γ , and that our choices in (6.3) imply that (2N + θ)τN → ∞, to bound the
above by

C(2N + θ)τN · (2N + θ)tγ



386 R. Durrett, E.A. Perkins

Using the last inequality, we see that (10.6) is bounded by

C

N2ψ(N)
E

{∑
γ

1(Tπγ ≤ t)

[
1 + H(γ )

ψ0(N)

]

×
|γ |−1∑
k=−1

(|γ | − k)−d/2
(
N + θ

2N + θ

)|γ |
(2N + θ)τN · (2N + θ)tγ

}
(10.8)

As before one can condition on everything but tγ and useE(2N + θ)tγ = 1
to get rid of that term. Breaking things down according to the value of
` = |γ | − 1, separating out the contribution from |γ | = 0 and noting that
H(γ ) = 0 if |γ | = 0, using

∑`
k=−1(1 + `− k)−d/2 ≤ Cψ0(`), and filling

in the definition of H(γ ), we see the above is bounded by

CτN

Nψ(N)
· {NX0

0(1)} ·
(

1 + E

∞∑
`=0

(1 + εN)
` 1(0`+1 ≤ (2N + θ)t) ψ0(`)

×
[

1 + 1

ψ0(N)

∑̀
i=0

(1 + 0`+1 − 0i+1)
−d/2

])
(10.9)

It remains to show that the quantities in (10.5) and (10.9) approach 0 as
N → ∞. We begin by eliminating the contribution from large `. Standard
large deviations estimates for the sum of exponential mean one random
variables (see Section 1.9 of Durrett (1995a)) imply that

Lemma 10.3. If A > 0 is chosen large enough then for allp

E

(∑
`>AN

1{0`+1 ≤ (2N + θ)t} · (1 + εN)
` `p

)
≤ Cp 2−N

Using this result with the trivial fact that m ≤ n implies 0n − 0m ≥ 0,
shows that the contributions to (10.5) and (10.9) from ` > AN approaches
0 as N → ∞. To estimate the contributions from ` ≤ AN , we begin with
a simple estimate

Lemma 10.4. If p > 0 there is a constantCp so that ifm > p then

E(1 + 0m)
−p ≤ Cp(1 +m)−p

Proof.By a simple application of Jensen’s inequality we may assume p is a
positive integer. Clearly, E(1 +0m)

−p ≤ E(0m)
−p. Integration shows that

E(0m)
−p =

∫ ∞

0
x−p xm−1

(m− 1)!
e−x dx = (m− 1 − p)!

(m− 1)!

≤ Cp(1 +m)−p
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Let (10.9b) denote the part of (10.9) that comes from ` ≤ AN . Recall
εN = θ/(2N + θ) and hence (1 + εN)

AN ≤ C. Using Lemma 10.4 now,
and throwing away the indicator of 0`+1 ≤ (2N + θ)t , we see that (10.9b)
is bounded by

CτN

ψ(N)
· {XN0 (1)} · ψ0(AN) ·

AN∑
`=0

[
1 + 1

ψ0(N)

∑̀
i=0

(1 + `− i)−d/2
]

The quantity in square brackets is bounded andψ0(AN) ≤ Cψ0(N), so the
above is at most CτNXN0 (1) which approaches 0 as N → ∞, and so (10.9)
also approaches 0 as N → ∞.

Let (10.5b) denote the part of (10.5) that comes from ` ≤ AN . Recall that
ψ0(N) = ψ(N)/N . Discarding the indicator function of 0`+1 ≤ (2N+θ)t
as above, we may bound (10.5b) by

C

N2ψ0(N)2
·XN0 (1) · E

{
AN∑
`=0

∑̀
i=0

i−1∑
k=−1

∑̀
j=0

1(0`+1 − 0i+1 ≤ (2N + θ)τN)

× (1 + 0i+1 − 0k+1)
−d/2 (1 + 0`+1 − 0j+1

)−d/2 }
(10.10)

To attack this we will use the fact that if X is an indicator function (so
X2 = X) andY andZ are nonnegative, then two applications of the Cauchy-
Schwarz inequality imply

E(XYZ) ≤ {EX}1/2{EY 2Z2}1/2

≤ {EX}1/2{EY 4}1/4E{Z4}1/4

This, together with Lemma 10.4, shows that (10.10) is at most

CXN0 (1)

N2ψ0(N)2
·
AN∑
`=0

∑̀
i=0

P(0`+1 − 0i+1 ≤ (2N + θ)τN)
1/2

×
i−1∑
k=−1

(1 + i − k)−d/2
∑̀
j=0

(1 + `− j)−d/2

The sums over j and k are each smaller than Cψ0(AN) ≤ C ′ψ0(N), so the
above is bounded by

CXN0 (1)

N2
·
AN∑
`=0

∑̀
i=0

P(0`−i ≤ (2N + θ)τN)
1/2 (10.11)

To deal with this probability, note that a standard large deviations result for
sums of exponentially distributed random variables (again see Section 1.9
of Durrett (1995a)) implies
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Lemma 10.5. There are constants0 < γ,C < ∞ so that ifm ≥ 2n then

P(0m ≤ n) ≤ Ce−γ n

From this it follows that if ` ≤ AN then

∑̀
i=0

P(0i ≤ (2N + θ)τN)
1/2 ≤ 2(2N + θ)τN + AN · Ce−γ (2N+θ)τN/2

Using this in (10.11), then doing the sum over `, which gives a factor of
AN , we end up with an upper bound of

CτNX
N
0 (1)[τN + e−γ (2N+θ)τN/2] → 0 as N → ∞ .

This shows that (10.5) approaches 0 as N → ∞ and so completes the
proof of Lemma 10.1 and hence the proofs of Lemmas 6.3 and 6.7. This
finishes our treatment of the interference term and hence the proof of our
convergence theorem, Theorem 1.

11. Lower bound on the critical value

Let θ < bd and let ξt denote the rescaled contact process starting from a sin-
gle particle at the origin. Fix t > 0 and letZn be the discrete time branching
random walk in which individuals in Zn−1 give birth to independent copies
of ξt and hence multiple occupancy of sites is allowed. We view Zn as an
integer-valued measure on Rd . It is easy to couple ξnt and Zn so that Zn
dominates ξnt . Here note that particles in the contact processes underlying
Zn only have an offspring suppressed if they jump onto a site occupied by
an offspring of the same parent in Zn−1 and there is no such ancestral re-
striction in the suppression of ξ offspring. If E|ξt | < 1, for N sufficiently
large, then the subcritical Galton-Watson branching process Zn(1) dies out
for large n a.s. and so the same holds true for ξnt . Recall βc is the critical
value of β for which there is positive probability of survival as t → ∞ for
the contact process starting with a single occupied site. Thus, to prove the
lower bound half of our asymptotics for the critical value in Theorem 2, it
suffices to show

Lemma 11.1. AsN → ∞,

E
(
NXNt (1)

∣∣XN0 = N−1δ0
) → e(θ−bd)t < 1

Proof.LetXNt (i), i ≤ N be i.i.d. copies ofXNt starting fromXN0 = N−1δ0,
and let YNt = ∑N

i=1X
N
t (i). Then YNt differs from XNt starting at δ0 in that
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jumps onto an occupied site are suppressed only if the two colliding particles
descended from the same ancestor at t = 0 and hence multiple occupancies
are allowed. This in fact simplifies the proof of the main convergence result
(Theorem 1) as Lemma 5.1 is no longer needed since β0 6= γ0 is now
incorporated into the killing term Kt . As this is the only place the non-
atomic nature of X0 is used we can drop this restriction, allow Y0 = δ0 and
conclude

YN· converges weakly to X·, super-Brownian starting at δ0

and with drift θ − bd

This, combined with the fact that E(YNt (1)
2) ≤ E[X0,N

t (1)2|X0,N
0 = δ0]

stays bounded as N → ∞ (see Lemma 2.9), shows that

limN→∞E
(
NXNt (1)

∣∣XN0 = N−1δ0
) = limN→∞E

(
YNt (1)

)
= E

(
Xt(1)

) = e(θ−bd)t

12. Upper bound on the critical value

Throughout this section we assume θ > bd . To prove the existence of a non-
trivial stationary distribution and hence derive upper bounds on the critical
value, we will use a rescaling argument to compare the long range contact
process with oriented percolation. To establish the connection we begin by
introducing the lattice on which percolation takes place:

L0 = {(m, n) ∈ Z2 : m+ n is even, n ≥ 0}
LetT > 0 andL = √

T ∈ N. Let I = [−L,L]d be the cube of radiusL, and
let e1 = (1, 0, . . . , 0) be the first unit vector. It will be convenient to assume
Le1 ∈ ZN and so we will only considerN satisfyingN1/2+1/d ∈ N if d ≥ 3,
and for d = 2 replace (logN)1/2 by its integer part in the definition of ZN

and throughout the convergence theorem. This will ensure that Zd ⊂ ZN

and in particular Le1 ∈ ZN .
Given a realization of the contact process ξt , and a site (m, n) ∈ L0 we

will say thatm is “occupied” at time n if the contact process when restricted
to Im = 2Lme1 + I , and translated in space to be a function on I , lies
in a set H of “happy” configurations. In words, the set will be chosen so
that (i) if m is occupied at time n then with high probability m + 1 and
m − 1 will be occupied at time n + 1, and (ii) the events that cause (i) to
occur are determined by the behavior of the contact process modified so that
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particles which land outside of 2Lme1 + (−KL,KL) × Rd−1 are killed,
for some fixed natural number K . The set H will be defined below but for
now we note that the configuration which is 0 on I is not in H while the
configuration of all 1’s on I is.

More formally, we will check the comparison assumptions on p.140 of
Section 4 of Durrett (1995b). Let (σyξ)(x) = ξ(x+y) denote the translation
(or shift) of ξ by y and σyH = {σyξ : ξ ∈ H }. For each γ > 0 and K ∈ N
we introduce
(CA)γ,K : For each ξ ∈ H there is an event Gξ , measurable with respect to
the contact process with killing outside (−KL,KL)×Rd−1 × [0, T ], and
with P(Gξ) ≥ 1 − γ , so that on Gξ , ξT lies in σ2Le1H and in σ−2Le1H.

Here we consider rescaled ξ ’s which are therefore subsets of ZN , or
equivalently {0, 1}-valued functions onZN , and identify ξ with the measure
XN(ξ) wich assigns mass 1/N to each site in ξ .

Legal scholars may have noted that page 140 of Durrett instead says
“measurable with respect to the graphical representation,” while in this
paper we have used a branching process construction. However, it is easy
to see that the construction used here has the property that if the space time
boxes are disjoint then the subprocesses that result from the contact process
restricted to these boxes are conditionally independent given their initial
conditions. This is enough so that we can repeat the proof of Theorem 4.3
given in Durrett (1995b) in our new setting, and conclude that if

χn = {m : (m, n) ∈ L0, ξnT ∈ σ2Lme1H },
then χn dominates an 2K-dependent oriented percolation process (see (4.1)
of Durrett (1995b)), Wn, with initial configuration W0 = χ0 and density at
least 1 − γ , i.e., Wn ⊂ χn for all n ≥ 0.

If, for a fixed value of K0, we can check (CA)γ,K0 for all γ > 0 then
taking ξ 1

0 (x) ≡ 1 (which is in H and hence assures that χ0 is the entire
integer lattice) and using Theorem 4.2 in Durrett (1995b) gives

lim inf
n→∞ P(0 ∈ χn) > 0

From this and the fact that the configuration which is 0 on I is not in H it
follows that the upper invariant measure ξ̄ 1

∞ must be nontrivial. If not, then
ξ̄ 1
∞ ≡ 0 and

P(0 ∈ χn) ≤ P(ξnT (x) > 0 for some x ∈ I ) → 0

Thus to complete the proof of the upper bound in Theorem 2 it suffices to
check the comparison assumption.

Intuitively, to verify (CA)γ,K0 for the long range contact process, we
will first verify (CA)γ/2,K0 for the limiting super-Brownian motion with
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drift θ − bd > 0 and then use our convergence theorem to conclude that if
θ > bd then (CA)γ,K0 holds for the contact process for large N . The set of
configurationsH that we will choose for the super-Brownian motionX, and
for the rescaled contact processesXN , are those that have enough mass and
are not too concentrated. Specifically, µ ∈ H if there is a subconfiguration
with corresponding measure ν ≤ µwith ν(I c) = 0, ν(I ) = J0, andQ(ν) ≤
q0, where Q is a quadratic form defined in (12.7) below, J0 is a natural
number selected in Choice 3 below and q0 is a constant selected in Choice
4 below. Clearly H does not contain the configuration of all 0’s. Moreover
as we will be able to choose q0 as large as we like and after the choice of J0

(see Choice 4 below), it is clear thatH will contain configuration of all 1’s.
To check the comparison assumption we have to choose our constants to

make the construction successful with high probability. To begin, we note
that the limiting super-Brownian motion with drift θ − bd has

E(XT (I1)|X0 = δx) = e(θ−bd)T Px(BT ∈ I1) (12.1)

where Bt is a Brownian motion with variance 1/3 per unit time. Easy cal-
culations with the transition probability of Brownian motion show that

lim inf
T→∞

inf
x∈I
Px(BT ∈ I1) = η > 0 (12.2)

This brings us to the first of several choices of parameters we will make.

Choice 1.If θ > bd we can pickT ≥ 1 large enough so thatL = √
T ∈ N

and

inf
x∈I
E(XT (I1)|X0 = δx) ≥ 5 (12.3)

To achieve a finite range of dependence in our dominated percolation pro-
cess, we need to impose a cutoff in space. In Bramson, Durrett and Swindle
(1989) this was done by considering a modified contact process in which
particles are killed if they move out of a finite strip. However, having worked
for nine sections to prove the convergence of the rescaled contact process
in the full space to super-Brownian motion, we do not want to repeat the
proof for processes with killing outside of a strip, or ask the reader to believe
we can do so. Thus we will take an approach that only requires use of the
convergence theorem on the whole space. Let X̄Nt be the N th rescaled con-
tact process modified so that particles born outside of (−KL,KL)× Rd−1

are immediately killed. Now the number of particles that are lost from the
contact process by this truncation is at most the number that are lost in the
dominating branching process X0,N

t (with “drift” θ ).
The latter loss is easy to estimate. Let X̄0,N

t be the N th branching ran-
dom walk, modified so that no particles are allowed to be born outside of
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(−KL,KL)× Rd−1. For this it is well known, see, e.g., Sections 2 and 6
of Bramson, Durrett, and Swindle (1989), that the counterpart of Lemma
2.9 with killing. Namely

E
(
NX̄

0,N
T (I1)

∣∣X̄0,N
0 = N−1δx

) = eθT Px(B̄
N
T ∈ I1) , (12.4)

where B̄Nt is the random walk that takes jumps uniform onNN at rateN+θ ,
and is killed (i.e., sent to the state 1) when it leaves (−KL,KL)× Rd−1.
Using the L2 maximal inequality on the first component of BNt it is easy to
see that

Choice 2.If K = K0 ∈ N≥2 is large enough, then for allN ≥ 1

sup
x∈I

eθT Px(B̄
N
T = 1) ≤ 1 (12.5)

Having fixed our time horizon T and our spatial truncation widthK0, our
next step is to make the success probability high by using initial measures
with large total mass. We do this both for our branching random walksX0,N

and super-Brownian motion X.

Lemma 12.1. There is a0 < C < ∞ so that for all natural numbersJ
(a) If X0,N

0 (I ) = J andX0,N
0 (I c) = 0 then

P
(
(X

0,N
T − X̄

0,N
T )(Rd) ≥ 2J

) ≤ C/J .

(b) If X0(I ) ≥ J thenP(XT (I1) ≤ 4J ) ≤ C/J .

Proof.(a) An easy calculation using (12.4) with Rd in place of I1 and (12.5)
shows that

E
((
X

0,N
T − X̄

0,N
T

)
(Rd)

) ≤ X
0,N
0 (I )

Turning to second moments, we have

E(((X
0,N
T − X̄

0,N
T )(Rd))2)

= E[N−2
∑
β∼T

∑
γ∼T

1(ζ 0
β > T , ζ 0

γ > T )

×1(Bβs , B
γ

s ′ /∈ (−KL,KL)× Rd−1 for some s, s ′ ≤ T )]

The contribution from indices satisfying γ0 6= β0 is at most
[E((X0,N

T −X̄0,N
T )(Rd))]2. The contribution from indices satisfying β0 = γ0

is trivially bounded by
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EN−2
∑
β∼T

∑
γ∼T

1(β0 = γ0)1(ζ
0
β > T , ζ 0

γ > T )

= X
0,N
0 (Rd)

[
N−1eθT +

(
1 + θ

N

)
θ−1(e2θT − eθT )

]
,

where we have used a well-known expression for the second moment of a
branching random walk in the last line (see Lemma 2.2 of Bramson, Dur-
rett and Swindle (1989)). The above calculations bound the variance of
(X

0,N
T − X̄

0,N
T )(Rd) by C(T )X0,N

0 (Rd). The result now follows by Cheby-
chev’s inequality.

(b) This follows by a similar Chebychev argument using (12.3) to get a
lower bound on the mean, and the fact that the variance ofXT (I1) is bounded
by a constant times the initial mass (see Proposition (2.7) of Fitzsimmons
(1988)).

With Lemma 12.1 in mind and leaving lots of room for errors to accu-
mulate, we can now make

Choice 3.Let C be as in Lemma12.1, α = γ /100 and pick a natural
numberJ0 large enough so thatC/J0 ≤ α.

In order for the contact process to be successful at avoiding extinction
with high probability, it is not sufficient that the initial number of particles
is large. Consider for concreteness the situation in d ≥ 3. In this case the
neighborhood NN has O(N) particles. If we let the initial state consist of
all the sites in one or more neighborhoods x + NN then the mass lost due
to births onto occupied sites will result in a devastating decrease. Since we
will not need to know the details, we leave it to the reader to figure out how
much mass is lost and how quickly. To avoid this problem, we let

`(z) =
{

log(1/‖z‖∞) for 0 < ‖z‖∞ < 1
0 if z = 0 or ‖z‖∞ ≥ 1

(12.6)

define the quadratic form

Q(µ) =
∫∫

µ(dx)µ(dy) `(y − x) (12.7)

and then consider initial conditions for the contact process that are supported
in I , have XN0 (I ) = J0, Q(XN0 ) ≤ M , and, of course, at most one particle
per site. Note that we have set `(0) = 0 to avoid the infinities on the diagonal
x = y when we are dealing with point mass measures.

Using our convergence theorem now with Lemma 12.1 and our choice
of J0 we have
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Lemma 12.2. LetM ≥ 1. If N ≥ N0(M), XN0 (I
c) = 0, XN0 (I ) = J0, and

Q(XN0 ) ≤ M then

P(XNT (I1) ≤ 4J0) ≤ 2α

Proof. If not, then there is a subsequence of integers Nk ↑ ∞ and asso-
ciated initial conditions XNk0 where the probability exceeds 2α. Since the
measuresXNk0 have support in I and total mass J0 there is a weakly conver-
gent subsequence. The limit must be atomless by Fatou’s lemma, the bound
on Q(XN0 ), and the lower semicontinuity of `. Our convergence theorem
shows that (recall I1 is defined to be open)

P
(
XT (I1) ≤ 4J0

)
≥ lim sup

k→∞
P
(
X
Nk
T (I1) ≤ 4J0

)
≥ 2α

which contradicts (b) of Lemma 12.1 and the choice of J0.

Lemma 12.3. LetM ≥ 1. IfN ≥ N1(M) then for allXN0 withXN0 (I
c) = 0,

XN0 (I ) = J0, andQ(XN0 ) ≤ M we have

P(X̄NT (I1) ≤ 2J0) ≤ 3α

Proof.As noted above we can bound the amount of mass lost in the contact
process by the mass lost in the branching process, so (a) of Lemma 12.1
implies

P
(
(XNT − X̄NT )(I1) ≥ 2J0

) ≤ C/J0

The desired result now follows from Lemma 12.2 and the choice of J0.

Having imposed the conditionQ(XN0 ) ≤ M on the initial condition, we
are now obliged to show that with high probability it holds at time T . To do
this it is enough to show the following result for the dominating branching
random walks X0,N

t .

Lemma 12.4. For any natural numberJ there is a0 < CT,J < ∞ andN2

so that ifN ≥ N2 then for allX0,N
0 withX0,N

0 (Rd) ≤ J we have

EQ(X
0,N
T ) ≤ CT,J

This should motivate the final

Choice 4.Pickq0 ≥ 1 large enough so thatCT,J0/q0 ≤ α.
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To verify (CA)γ,K0 , for ξ ∈ H choose ν ≤ ξ as in the definition of H
(considering ξ as a measure) and letGξ be the event that, starting with ν, our
modified contact process with killing, X̄N , satisfiesQ(X̄NT ) ≤ q0, X̄NT (I1) ≥
J0, and X̄NT (I−1) ≥ J0. Here we choose N ≥ N1(q0) ∨ N2(J0) so that
Lemmas 12.3 and 12.4 are available withM = q0 and J = J0, respectively.
This modified contact process uses the same exponential variables to jump or
die as the full contact processXN starting from ξ and so it is readily seen that
the modified process is dominated byXN . By using the collection of sites in
X̄NT as our choice of ν ≤ XNT , we therefore see that ξT ∈ σ2Le1H ∪σ−2Le1H .
Finally Lemmas 12.3 and 12.4 show that

P(Gc
ξ ) ≤ P(X̄NT (I1) ≤ 2J0|X̄N0 = ν)+ P(X̄NT (I−1) ≤ 2J0|X̄N0 = ν)

+E(Q(X̄NT )|X̄N0 = ν)/q0

≤ 6α + CT,J0/q0 ≤ 7α < γ

and so (CA)γ,K0 holds. Thus the last detail is to complete the

Proof of Lemma 12.4.Using β ≈ T as shorthand for Tπβ < T < Tβ and
Bβ 6= 1, we have

N2 · EQ(X0,N
T ) = E


∑
β,γ

1(β ≈ T , γ ≈ T ) · `(Bγ − Bβ)


 (12.8)

First consider the β and γ with β0 = i and γ0 = j where i 6= j . Imitating
(4.4)–(4.6) we can write (recall εN = θ(2N + θ)−1)∑
β:β0=i

∑
γ :γ0=j

E
(
1(β ≈ T , γ ≈ T ) · `(Bγ − Bβ)

)

=
∞∑
n=0

(1 + εN)
n e−(4N+2θ)T ((4N + 2θ)T )n

n!
E`

(
xj − xi +N−1/2V Nn

)
(12.9)

where V Nn is the random walk that stays put with probability 1/2 and with
probability 1/2 takes a jump uniformly distributed over N1/2NN .

For all z ∈ ZN we have `(z) ≤ C logN so large deviations results for
the Poisson distribution imply

(C logN) ·
∞∑

n=2(4N+2θ)T

(1 + εN)
n · e−(4N+2θ)T ((4N + 2θ)T )n

n!
→ 0

as N → ∞ (12.10)
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For the sum over n < 2(4N + 2θ)T note that (1 + εN)
n ≤ CT , so that part

is bounded by

CT

∞∑
n=0

e−(4N+2θ)T ((4N + 2θ)T )n

n!
E`(xj − xi +N−1/2V Nn )

= CTE`
(
xj − xi +N−1/2V Nπ((4N+2θ)T )

)
where π(u), u ≥ 0 is a Poisson process with rate one.

Let T1 be the time of the first jump of π(u). Using (8.7) we can estimate
(recall T ≥ 1)

P
(
T1 ≤ T (2N + θ), V Nπ((4N+2θ)T ) − V N1 ∈ x + [−1, 1]d

) ≤ CN−d/2

Since P(T1 > T (2N+θ)) ≤ e−(2N+θ)T , considering value of the first jump
shows

P(N−1/2V Nπ((4N+2θ)T ) = x) ≤ C

Nd/2ψ(N)
(12.11)

Since ` is constant on {x : ‖x‖∞ = c} and decreasing for 0 < c < 1, the
maximum value ofE`(xj−xi+N−1/2V Nπ((4N+2θ)T )) subject to the constraint
on the probabilities in (12.11) can be bounded by

C

∫∫
`(y − x)dµN(x)dµN(y)

where µN is the uniform distribution on the points of ZN in [−1, 1]d . This
easily gives

E`
(
xj − xi +N−1/2V Nπ((4N+2θ)T )

) ≤ C

∫
[−1,1]2d

`(y − x)dx dy (12.12)

We note that as usual the value of C changes from line to line in the above.
Summing over i and j now gives

E


 ∑
β,γ :β0 6=γ0

1(β ≈ T , γ ≈ T ) · `(Bγ − Bβ)


 ≤ CT (1 + {NX0,N

0 (1)}2)

(12.13)
Turning to the terms with β0 = γ0, we let α = β ∧ γ and note that as

`(0) = 0, we take β 6= γ and so k = |α| < |β| ∧ |γ | in the above sum.
Let ` ≥ 1 be such that |β| = k + ` and m ≥ 1 be such that |γ | = k + m.
Arguing as in Lemma 4.4, we have
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E


 ∑

β,γ :β∧γ=α
|β|=k+`,|γ |=k+m

1(β ≈ T , γ ≈ T )`(Bγ − Bβ)

∣∣∣∣Hα




≤ (1 + εN)
`−1+m−1e−2(2N+θ)(T−Tα) ((2N + θ)(T − Tα))

`−1+m−1

(`− 1)!(m− 1)!

× [
E`

(
N−1/2V N`+m−1

)]
1(Tα ≤ T , Tα ≤ ζ 0

α )

Summing over the possible values of ` and m, changing variables n =
`+m− 2, and noting

n+1∑
m=1

1

(n−m+ 1)!(m− 1)!
= 2n

n!
,

we have

E


 ∑
β,γ :β∧γ=α

1(β ≈ T , γ ≈ T )`(Bγ − Bβ)

∣∣∣∣Hα




≤
∞∑
n=0

(1 + εN)
ne−(4N+2θ)(T−Tα) ((4N + 2θ)(T − Tα))

n

n!

× [
E`

(
N−1/2V Nn+1

)]
1(Tα ≤ T , Tα ≤ ζ 0

α )

As in (12.10), large deviations results for the Poisson distribution imply that
the sum over n ≥ 2(4N + 2θ)T is bounded by Ce−cN1(Tα ≤ T , Tα ≤ ζ 0

α )

for some c > 0. Continuing to reason as in the case β0 6= γ0 we see that the
sum over n ≤ 2(4N + 2θ)T is bounded by

CT E`
(
N−1/2V N1+π((4N+2θ)(T−Tα))

) ≡ CTE`
(
V̄ N(T − Tα)

)
Repeating the proof of (12.11) now shows that

P
(
V̄ N(T − Tα) = x

)
≤ C

ψ(N)
·
(

1 + (4N + 2θ)(T − Tα)
)−d/2

Again maximizing with respect to this constraint on the probabilities, gives

E`
(
V̄ N(T − Tα)

)
≤ C

∑
x∈ZN

1(‖x‖∞ ≤ (T − Tα)
1/2)`(x)ψ(N)−1
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×(1 + 4(N + 2θ)(T − Tα))
−d/2 + `((T − Tα)

1/2)

≤ C(1 + `(T − Tα))

Summing over α now gives

E


 ∑
β,γ :β0=γ0

1(β ≈ T , γ ≈ T )`(Bγ − Bβ)




≤ CT

(
1 + E

(∑
α

1(Tα ≤ T , Tα ≤ ζ 0
α )(1 + `(T − Tα))

))

It follows from Lemma 3.4(b) that the above equals

CT

(
1 +

∫ T

0
eθsNX

0,N
0 (1) · (1 + `(T − s)) · (2N + θ)ds

)
≤ CT (1 +N2X

0,N
0 (1))

Combining this with (12.13), we have the desired bound on (12.8). This
completes the proof of Lemma 12.4.
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